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CHAPTER ONE 

INTRODUCTION

1.1 Background

Deterioration o f highway bridges with time is widely observed in the United 

States and over the world. A variety of damage and/or deterioration have occurred, even 

though these bridges have been designed and constructed according to the specifications 

at the time. Various reasons contributing to this situation include, but not limited to. the 

following items. 1) Repetitive loads causing fatigue failure. 2) Environmental hazards 

(e.g. freeze-thaw and wind). 3) Ever growing higher truck loads due to the needs of 

growing society. 4) Occasional extremely high overloads (e.g., extremely high truck 

loads, earthquakes, and collision by vehicles or vessels). A biennial bridge inspection 

program has been in place in US to monitor such deterioration and/or damage, in order to 

quantify, control and maintain highway bridges' performance and safety. Maintenance 

decisions are made according to the condition assessment of the bridge based on these 

inspection results, along with other information (such as load rating). For bridge 

management it is obvious that inspection results are critical to cost-effectiveness of 

maintenance activities.

Usually, bridge inspection includes two steps: 1) global diagnosis, and 2) local 

diagnosis [Fu 1997a]. Global diagnosis is currently done by visual inspection in order to 

identify areas that possibly have significant deterioration and need suitable action. After 

it is identified positively, a confirmation may be needed by local diagnosis via physical 

testing. Although local diagnosis may be performed nondestructively, it may as well be
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locally destructive. An example could be concrete coring to diagnose the cause and 

extent of concrete cracking.

Global diagnosis is defined here as a procedure or process o f identifying 

deterioration and/or damage in an existing structure, and its location or vicinity. It is 

implied that there is no previous knowledge on whether and where there is such damage 

or deterioration. Visual examination in typical biennial inspection is an exercise of 

global diagnosis for highway bridges.

1.2 Statement of the Problem

In recent years, research on nondestructive testing for highway bridges has 

received intensive attention because o f the urgent needs discussed above. This has led to 

significant advancement in local nondestructive testing techniques. On the other hand, 

global diagnosis has not reached a comparable level. This because a general requirement 

for new and viable technologies has been that they need to be more cost effective 

compared to current practice (visual inspection). This requirement appears to be simple 

but actually high. Unfortunately it has not received adequate attention among 

researchers, which in turn contributed to current state of the art that nondestructive 

methods for global diagnosis have not matured to be implemented as routine practice [Fu 

1997b],

It is known that global diagnosis by visual inspection is labor intensive and 

subjective, so it needs to be improved for higher efficiency and effectiveness. Global 

diagnosis is also needed for bridges after being subjected to extremely high overloads, 

such as seismic load. Today, this type of diagnosis is also typically done by visual
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inspection. After going through an earthquake event, the question that often needs to be 

answered is whether the bridge has lost its integrity, or it is still safe to be in service, in 

spite of minimal visible damage. Usually this inspection needs to be done quickly, to 

cover all bridges in the affected area. This would greatly help the local economy to 

recover. Furthermore, inexpensive and reliable global diagnosis technology is needed to 

let the structure report unsafe conditions. This application o f  nondestructive global 

diagnosis actually will make structures smart.

1.3 Objective of the Research

The objective of this research is to develop a methodology to perform global 

nondestructive diagnosis for the safety of highway bridges. As defined earlier, global 

diagnosis for bridge inspection is to identify the location or vicinity of possible damage 

and/or deterioration. On the other hand, the damage exact cause, dimensions, and 

location may need to be determined by local diagnosis. Global diagnosis’ role is to direct 

such iocal diagnosis and to determine whether it is needed.

When implemented for routine application, this new methodology should impose 

no or minimal disturbance to the traffic on and below the bridge, as required by most 

previously proposed methods. Higher effectiveness and/or lower cost are targeted here. 

This methodology will use field measurement data from the ‘"before” state (used as a 

reference) and an "‘after” state o f the bridge. This will be accomplished by using recently 

developed optical data acquisition systems, such as a high-resolution digital camera. The 

data will be then processed using probabilistic methods, to identify possible damage and 

its surrounding vicinity.
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1.4 Scope of the Research

The scope o f this research includes the following tasks.

1) To develop the concept of a global diagnosis methodology that is capable of 

cost-effectively improving current bridge inspection technology.

2) To fully develop the methodology by addressing issues related to realistic 

implementation.

3) To demonstrate the application o f  the new methodology using experiments in 

the laboratory. This demonstration will be conducted by using latest optical data 

acquisition systems, including a newly developed coherent laser radar system and 

commercially available CCD digital cameras.

4) To evaluate the lab experiment results for possible future application in the

field.

1.5 Significance of the Research

The new methodology of global diagnosis developed in this research is expected 

to have a significant impact on bridge inspection currently performed by using visual 

examination. Since inspecting and maintaining existing bridges represents a significant 

work load for today's bridge owners and bridge engineers, the expected impact by the 

new methodology can be extensive and significant. Providing reliable assessment of 

bridge condition, this new methodology can help transportation agencies make more 

rational decisions in planning, maintenance and rehabilitation in bridge management 

operations, reducing required costs and increasing productivity of inspection.
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With respect to technical advancement associated with this new methodology, this 

research work is expected to introduce a breakthrough to research on global diagnosis 

intensified during the past two decades, which has not been able to offer implementable 

new technologies. The new methodology is expected be cost effective, relatively easy to 

implement and user friendly.

The new methodology is also expected to enhance the capability o f bridge 

agencies in identifying hidden seismic damage, and monitoring essential bridges more 

efficiently and effectively. It is also expected that this new methodology can be further 

developed to suit healthy monitoring for types of structures other than highway bridges. 

Further development o f this new methodology can arm structures to be smart in reporting 

their condition. This will considerably enhance the effectiveness and efficiency of health 

monitoring for these structures. Safety to the public will therefore be improved.

1.6 Organization of the Dissertation

This dissertation includes 6 more chapters. Chapter 2 next will present a literature 

review to provide a brief technical background for the study performed here. This review 

is intended to describe state of the art and state of the practice in areas related to global 

diagnosis for bridge structures. Chapter 3 presents the concept of the new method 

developed in this research effort. This method has a focus on cost-effectiveness of global 

diagnosis. Thus its development was started from consideration to implementation. This 

chapter fulfills Task 1 defined above in Section 1.4 for research scope. Chapter 4 presents 

an effort o f computer simulation for application of the new method. This simulation is to 

address practical issues for eventual implementation, as concerned in Task 2 in Section
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1.4. Chapter 5 describes the experiment program designed for demonstrating the 

application o f  the new method in the laboratory. This process started from traditional and 

reliable displacement transducers (dial gages) for proof of concept. It then proceeded 

with latest technologies including a laser system and a CCD camera. The latter two types 

of devices are readily applicable for real world application. Along with Chapter 6 

presenting the experimental results. Chapter 5 fulfills Task 3 within the research scope. 

Chapter 6 also presents an evaluation o f the new methodology using the results o f the 

experiment program, as required in Task 4. Chapter 7 offers a summary o f  findings of 

this research and recommendations for future directions o f development and 

implementation.
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CHAPTER TWO 

STATE OF THE ART AND STATE OF THE PRACTICE

2.1 The Bridge Problem and Bridge Inspection

Bridges are important key elements in a highway network, which are designed to 

ensure efficient movement of people and goods. Bridge structures should be designed to 

provide services over a long period o f time (e.g., more than 50 years). However statistics 

show that many US bridges built in the 1960s or later are reaching the end of their life. 

Currently, the average age of the interstate bridges in this country is over 20 years old, 

and that of all other bridges is about 35 years old [FHWA 1987, Chase and Washer 

1997], A large portion of these bridges is approaching the ”mid-age" or "lateage?’ when 

the deterioration problem starts to become a serious issue. As a result, 41% of the 

highway bridges in the United States are rated as structurally deficient or functionally 

obsolete [White 1992. Chase and Washer 1997],

Many factors contribute to deterioration and/or damage o f highway bridges, 

affecting their structural integrity. This situation in turn affects the safety of travelling 

public. For steel bridges, for example, fatigue manifests itself due to aging, growing 

traffic volumes, higher speed and greater magnitude of live (truck) loads. Also, corrosion 

o f steel can eventually destroy the metal and turn it to its oxide, leading to loss o f section, 

forming holes and notches in which stress concentration can intiate cracks, and freezing 

moving parts leading to higher unexpected stresses. For concrete bridge components, the 

contributing factors may be one or more o f the following [Transportation Research Board 

1988]:
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A) Lack of maintenance.

B) Construction defects.

C) Temperature variations.

D) Chemical attack.

E) Moisture absorption.

F) Reactive aggregates and high alkali cement.

G) Wearing and abrasion.

H) Shrinkage forces.

I) Corrosion of steel reinforcement.

J) Creep over time.

Visible effects o f the above factors are cracking, spalling, scaling, rust, surface 

disintegration and exudation, loss of camber, and flexure cracks. Cracking o f material 

including concrete and steel could cause stiffness change. This stiffness change could be 

large depending on the crack size. This research is aimed at diagnosing such these 

stiffness changes.

Due to the above factors, the demand for inspection of highway bridge structures 

is considerably high. Such an inspection collects data to perform an evaluation of the 

bridge condition according to its relation to the level o f service it provides to the highway 

system. In other words, inspection assesses the condition of the bridge for doing its 

intended job. A typical inspection consists o f sufficient observations (and sometimes 

measurements) to determine the physical and functional condition of the bridge. It is also 

to identify any developing problems or changes from previously recorded conditions, and 

to ensure that the structure continues to satisfy present service requirement. A typical
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bridge inspection usually starts with global diagnosis to identify areas that need action. If 

no such areas are identified, the inspection is completed with recording observations. If 

the global diagnosis does identify areas of suspected damage and/or deterioration, further 

examinations may be needed to confirm such positive diagnosis.

Bridge inspection is performed for the following reasons, a) To ensure safety of 

the travelling public, b) To determine what is needed for preventive maintenance or to 

know when corrective actions are required, c) To protect the initial investment, because 

over the years cost of reconstructing any bridge in service becomes much higher than that 

of initial construction by 1.5 to 8.0 times and resources for replacement tend to be 

inadequate [OECD 1981]. d) To provide sufficient data to enable financial requirements 

for satisfactory level of maintenance and to allocate sufficient funds for repairs.

According to federal requirements, inspection needs to be conducted in a 

systematic and organized manner every two years for every US bridge [FHWA 1988]. 

This requirement effectively minimizes the probability o f any bridges to be overlooked. 

Bridge inspection also checks any anticipated problems or changes. Even if no changes 

are evident during an inspection, the process documents a baseline for the next inspection 

so that future condition can be compared with past condition.

Global diagnosis in bridge inspection serves as a screening for identifying 

possible problems. When positively diagnosed, a bridge may need further local diagnosis 

for confirmation and assessing the extent of the problem. Such a local diagnosis is to 

accurately identify any problems and to make recommendations for immediate repairs 

when the condition indicates that prompt attention is in the best interest of public safety, 

integrity of the bridge, and cost effectiveness. The local diagnosis may require
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appropriate and sophisticated equipment, for example, for ultrasonic, radio graphics, 

magnetic particle, and strain measurement testing.

Global diagnosis for bridge superstructure inspection is sometimes needed for 

bridges that have special problems or needs. These problems may be related to truck 

weight limitations and unexpected structural deficiencies caused by accidental collision 

of trucks or suspected overweight vehicles. When needed, this type o f global diagnosis is 

also typically performed by visual inspection, in a similar manner as that performed for 

routine bridge inspection.

2.2 Data Collection for Bridge Inspection

A variety of information is needed for bridge inspection. Some o f them have 

been inventoried, such as design drawings. Some o f them need to be collected for the 

particular structure, such as stresses under vehicular loads. While local diagnosis for 

bridge components requires various measurements, state of the practice for global 

diagnosis remains to be visual inspection by trained personnel without measurements. 

On the other hand, a number of traditional transducers have been proposed and 

experimented to perform global diagnosis. This section presents a brief review on 

traditional and latest developments in data collection by instruments, related to global 

diagnosis for bridge safety.

Traditional techniques have been used in field application for local measurements. 

They may be referred to as point-measurement methods, because they perform 

measurement over a small area. This area is so small in comparison with the bridge’s 

overall dimensions so that it is viewed as a point. An example o f point measurement
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methods is the strain gage method. This method is intended to measure strain over a small 

area (typically several millimeters by several millimeters). These measurement 

techniques may be further classified as surface and sub-surface methods. Subsurface 

measurement (such as X-ray) methods are exclusively for local diagnosis, which are not 

within the scope o f this research effort. Typical surface measurement sensors include 

strain gages, dial gages, LVDT's (linear variable differential transformers), and 

accelerometers [Sabnis et al 1983].

Dial gauges and LVDT's require a separate platform independent from the 

structure to be measured, which will support the transducers or sensors. Erecting or 

preparing such a platform may be costly. This has imposed many restrictions and higher 

cost [Lee et al 1985].

Strain gages are common measurement devices for bridge response. Strain 

gauges consist of either electrical wire filaments or thin metal foils mounted on backing 

material. They can be used to measure surface strain when attached to the structure by 

either adhesive or a mechanical means.

Accelerometers can also be viewed as surface measurement sensors because they 

are mounted on the surface of a structure for acceleration measurement. For bridge 

response measurement they are typically used for modal testing [Ewins 1986]. This 

technique has been proposed to perform global diagnosis for bridge structures [Mazurek 

and DeWalf 1990, Biswas et al 1992, Pandey and Biswas 1994, Aktan and Helmicki 

1995, Zhang and Aktan 1995, Doebling et al 1996, Stubbs and Park 1997]. Actually this 

is the only technique that has been studied for the purpose of global diagnosis.

Modal testing has been used for identifying modal properties o f structures.
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including modal frequencies, mode shapes, modal damping, etc. For civil engineering 

applications, modal testing has been traditionally used for calibrating numerical models, 

such as those used in finite element analysis. Accelerometers are often the sensors used 

to obtain the structure's vibration responses to known excitations. The structure’s modal 

properties are then estimated, using the input (excitations) and output (the acceleration 

responses). Because a structure's modal properties are considered to be inherent and 

invariant if no structural changes take place, modal testing has been proposed to be used 

for global diagnosis by comparing the results for an "after” state with those for the 

"before” state. For more than 10 years, this subject has attracted intensive attention of 

researchers. A significant amount of experience has been published on this topic. 

Section 2.3 below will be devoted to discussion on this subject.

If above devices are relatively traditional, a number o f new data acquisition 

devices have been developed recently, which may be used for measurements for bridge 

inspection. For example, the newly developed Coherent Laser Radar System (CLRS) 

[Chase and Washer 1997. FHWA 1998] uses a frequency-modulated laser to precisely 

measure ranges (distances). These measurements obtained by the system are used to 

report displacements for bridges. Because of the laser technology used, the CLRS can 

perform non-contact bridge deflection measurement. No sensors need to be mounted to 

the structure, which can save test costs. The CLRS also allows scanning over sections of 

a structure without the need of moving the system. The system has been used to measure 

the deflection of several bridge beams [Washer 1998]. This system is also used in this 

study to be discussed further later. Using a high sampling rate available, the CLRS can 

also measure velocity of bridge components under dynamic load. It thus has the potential
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to facilitate modal testing [CRC 1996, Chase and Washer 1997].

For strain measurement, a wireless data acquisition system has been developed to 

provide low noise readings and convenient installation [Washer 1998]. Instead of using 

long cables to connect strain gages from a bridge component to the data acquisition 

system, this system fetches strain readings using telecommunication trough radio waves. 

With high sampling rates available, this system can also read strains under a vibration 

condition.

Except the CLRS using laser, all these techniques require access to the interested 

area or component of the bridge. This requirement for access is often very costly. It 

means not only that some equipment needs to be provided to reach the bridge component, 

but also that the involved personnel need to be protected from hazardous traffic when 

they prepare this access and/or when they perform measurement. Traffic control required 

here also frequently causes inconvenience to the traveling public, making bridge testing 

undesirable.

2.3 Global Diagnosis for Damage and/or Deterioration

Global diagnosis is defined here as a process o f  identifying the existence o f 

deterioration and/or damage in bridges, as well as its location or vicinity. It is implied 

that there is no a priori information available on whether and where there may be such 

deterioration and/or damage. For example, visual examination in current biennial 

inspections is an exercise of global diagnosis for highway bridges.

Modem research on global diagnosis for bridges using nondestructive testing 

methods has exclusively targeted at modal testing as the means o f data acquisition. This
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section reviews the experience gained in this area.

Research work in this area perhaps started from that had done by Biswas and his 

associates. [Biswas et al 1992] presented that group's state of knowledge, developed 

since the late 1980s. Four methods were developed using the frequency response 

function (FRF) by modal testing [Ewins 1986]. They are waveform chain code, adaptive 

template matching, signature assurance criteria, and distortion identification function. 

These methods were intended to be used to detect presence of possible cracking in steel 

girders. Direct access to the bridge is required to excite the structure by a hammer for 

modal testing. "Detection of a crack can be followed by an immediate visual inspection, 

and/or an experimental modal analysis study” [Biswas et al 1992], No further 

information was given there as to how the following-up modal analysis would identify 

the crack location. Also it was not clear how these methods can improve visual 

inspection, either for a network of typical bridges or individual bridges with special 

needs. Apparently, this strategy would require more work than routinely practiced, 

because a visual inspection is still required to locate the damage after the proposed 

diagnosis is indeed positive.

[Mazurek and DeWolf 1990] presented a lab study on detecting damage for 

bridges using modal testing. A model bridge was used in the lab. Saw cuts were 

introduced to simulate damage scenarios. Detecting the damage presence was focused. 

It should be noted that the simulated damage was relatively large (up to over 60 % of 

stiffness loss), which would represent unsafe conditions of a typical highway bridge. 

Apparently, the focus was to report unsafe conditions, not detecting small damage 

possibly detectable by visual inspection.

R e p r o d u c e d  with p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

15

Many researchers proposed various indices or signatures o f bridge structures for 

global diagnosis using modal testing. [Stubbs et al 1995] proposed a damage index to 

identify damage and its location. For diagnosis, it uses the change in strain energy 

distribution between “before" and "after" states. A finite element model is required to 

complete the diagnosis, along with measurement data by modal testing. This method was 

applied to data collected from a highway bridge in New Mexico, before and after torch 

cuts to one of its three steel girders [Stubbs et al 1995], Four levels o f such damage were 

used at a single location. They represent severe damage to a bridge, which are seldom 

found in bridge inspection. Nevertheless, when the damage was worsened by further 

(deeper) cutting, modal frequencies sometimes increased and sometimes decreased. This 

shows that noise in measurement is critical to successful diagnosis. Moreover, how much 

effort was required for the finite element modeling was not mentioned in the publication. 

Practically, there may not be adequate resources for developing such a reliable model for 

a majority of bridges in the network. On the other hand, it should also be noted that this 

method might be affordable for a critical bridge carrying significant traffic, considering 

potential benefits. When this is the case, effectiveness of the diagnosis method needs to 

be quantitatively evaluated.

The flexibility of bridge has been proposed by several researchers to be used for 

diagnosis [Pandey and Biswas 1994. Zhang and Aktan 1995]. It consists of information 

from a number of mode shapes obtainable by modal testing. Changes in curvature of the 

flexibility were used and compared with many other damage indices [Zhang and Aktan 

1995]. It was noted there that variation due to measurement and processing might mask 

the change in signatures, causing difficulty to diagnosis.
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Another study was recently conducted at New York DOT [Allampali, Fu, and 

Dillon 1997], It evaluated modal testing for global diagnosis applied to highway bridges, 

using commercially available instrumentation at the time. It perhaps was the first effort 

of quantitatively dealing with random variation in measured data, and evaluating its 

effects on damage diagnosis. This issue was focused on because small deterioration was 

of interest since it is commonly seen in biennial bridge inspection. With this type of 

deterioration targeted, involved noise was examined in order to provide implementable 

techniques that are more cost-effective than current practice o f bridge inspection [Fu 

1997a. 1997b], Same modal testing was repeated for a structural condition of a model 

bridge in the lab to provide data to statistical diagnosis. Minimum detectable damage 

was estimated for available modal testing equipment at the time, which was found to be 

compatible with visual inspection's effectiveness. It was concluded that for the state's 

network of typical highway bridges, modal testing using available instrumentation at the 

time will not be a cost-effective approach, compared with current practice of visual 

inspection. It is because 1) modal testing is not able to locate the damage, although it 

may be equally effective in identifying presence of damage; and 2 ) modal testing is likely 

more costly, for the interested area o f the bridge to be covered by accelerometers or 

excited at many points by a hammer. It should also be noted that modal testing may still 

be considered, for example, for special bridges if the cost effectiveness is favorably 

evaluated.

Ratcliffe [1998] proposed a method for locating structural damage using mode 

shapes obtained via modal testing. In that study, curvature was used as the structural 

signature, which was estimated by applying the central finite-difference formula to
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deflection mode shape data. Apparently, noise in experiment results was observed, then a 

third order curve fitting was applied to the curvature mode shape using a number o f data 

points. For every point in a 22-point grid for a beam (one-dimensional structure), this 

technique was applied to the point's neighboring points in two different ways. The first 

included the point itself and two additional points on each side of the point - a total of 5 

points. The second included only 4 neighboring points, excluding the point itself. Then 

these two fitted curvatures were compared. When the difference becomes larger, the 

point of interest is identified to have damage. This approach plausibly advanced the 

focus to grid points from just examining the "shape" o f the mode shapes, which was done 

in previous research. On the other hand, it still lacked a systematic treatment for noise. 

Further, numerical derivatives using the finite difference estimation have been proven to 

be unstable when the interval between data points becomes large [Conte and de Boor 

1980],

Above review does not exhaustively list all the relevant projects that have been 

conducted in this area. However, it covers all the major steps of research advancement in 

the field. For more extensive coverage of specific projects, the interested read is referred 

to [Doebling et al 1992, Los Alamos National Laboratory 1995]. Based on this review, it 

appears to be clear that through these research efforts over more than 1 0  years, global 

diagnosis for highway bridges using nondestructive testing has not reached a stage of 

implementation, particularly for a network o f bridges.

The critical issue is that any viable new technology has to be more cost-effective 

than current practice, as discussed earlier. This requirement includes two components: 

costs and effectiveness o f diagnosis. An implementable technology must not have lower
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performance in any o f these two areas. The optimal situation is that it does better in both. 

It also should be noted that present research on global diagnosis for bridges is not 

directed towards perfecting modal testing techniques. Instead, a new direction is pursued 

using optical devices, which do not require access to the interested bridge component and 

will cost much less.

2.4 Observations

Several observations can be made based on the above review. For improving 

biennial bridge inspection covering a network o f highway bridges, 1 ) numerical modeling 

(e.g. by finite element analysis) is too costly for an acceptable level o f reliability, at 

current capability of the technology. 2) Probabilistic (including statistical) concepts are 

needed to deal with noise in measured data. 3) If point measurement is used (e.g. 

accelerometers, strain gages, and displacement transducers), the interested portion of the 

bridge (possibly the entire structure) needs to be covered by a grid o f measurement points 

for locating unknown deterioration, because the concerned deterioration is typically 

localized.

It is desirable to have a grid that can provide spatially intensive data for diagnosis. 

This also requires the process of data acquisition to be extremely efficient. This amount 

of data has never been made available at affordable costs until now. The recently 

developed CLRS system and commercially available high-resolution digital cameras 

offer opportunities o f advancing bridge inspection in this direction. Present research is to 

develop a new method using these types of data acquisition systems for cost effective 

global diagnosis for bridge inspection.
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CHAPTER THREE 

NEW CONCEPT OF PROBABILISTIC DIAGNOSIS

3.1 Probabilistic Advancing Cross-Diagnosis (PAC) Method

This chapter presents a new method for global diagnosis for highway bridges, 

named as Probabilistic Advancing Cross-diagnosis (PAC) method. It uses probabilistic 

concepts and multiple signatures for more reliable diagnosis, taking into account possible 

noise in measured data. This method assumes no previous knowledge about whether and 

where there is deterioration. Thus, it requires data from a predetermined grid of points on 

the bridge (or a structure), covering areas of interest. Both “before” and “after” 

measurements at these grid points are required. Then these data are processed for 

diagnosis. The measured physical quantities are required to represent or to be related to 

inherent properties of the bridge. Deflection of the bridge (under self-weight or a given 

truck load) and its spatial derivatives are examples of these quantities. Such deflection 

data have become efficiently obtainable by many advanced devices having preferred 

higher resolution and lower noise, such as digital cameras or laser devices.

As indicated by the name, the PAC method has three dimensions: i) multiple 

features used for cross-diagnosis, ii) probability-based diagnosis, and iii) an advancing 

strategy to locate deterioration(s). The general procedure of the proposed 'PAC' method 

is conceptually summarized in the flowchart shown in Fig.3.1. The above concepts are 

discussed with more elaboration in the following sections.

In summary, probabilistic techniques are used in the PAC method to 

quantitatively evaluate the likelihood o f damage. Multiple features are used for cross
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diagnosis. Their respective likelihood indicating damage at different locations are 

combined to facilitate diagnosis decision-making. For reliably locating damage, the 

likelihood o f damage is computed for systematically organized sub-areas or 

neighborhoods. It is then plotted as a condition map for visualizing damage locations or 

vicinity areas. Sequentially reducing the size of the sub-areas or neighborhoods 

considered leads to the location or vicinity o f  the damages. These three “dimensions” of 

the PAC method are discussed below individually in more details. These discussions will 

further elaborate the flowchart in Fig.3.1.

3.2 Multiple Features for Cross-Diagnosis

Relying on one single feature (for example, just deflection) in diagnosis will 

almost certainly lead to erroneous results. It is because, due to possible noise, this feature 

may not always indicate deterioration or damage as well as its location or vicinity. Noise 

present in measured data could be a critical issue in reliable global diagnosis, especially 

for relatively small and local deterioration and/or damage. Such noise is caused by 

various uncontrollable factors, such as environmental effects (due to temperature, 

humidity, etc.) and resolution of the measurement instrumentation.

Cross-diagnosis to be used here is to significantly reduce the effect o f  noise. It is 

meant to identify deterioration using more than one feature, for example, slope and 

curvature of the structure in addition to deflection. These features are also inherent to the 

structure if no structural changes (including loading) have occurred. Here, deformation is 

viewed as an inherent signature o f the structure, because it does not change if  the bridge 

structure system (including loading) has not changed. Cross-diagnosis introduced here is 

to use multiple features extracted from the measured deformation, to increase the
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reliability o f diagnosis. Besides deflection, they are slope, curvature, and curvature 

squared. These quantities are applicable to beams (for girder and truss bridges) or plates 

(for slab bridges). Because curvature is inversely proportional to stiffness, it is expected 

to be relatively more sensitive to local stiffness changes. Thus using curvature to 

diagnose a damage causing a stiffness change can be more effective. Further, the last 

feature (curvature squared) is proportional to strain energy, which adds another 

dimension o f physical quantity for diagnosis.

For diagnosis computation, slope and curvature at a point can be approximated by 

numerical derivatives using measured deflections around that point. Optical devices are 

used in this research to acquire such spatially intensive deformation data. Then the 

required computation of the derivatives can be accordingly performed.

3.3 Probability-Based Diagnosis

The PAC method is based on comparison between "before’’ and "after’’ 

measurements (data) o f certain physical quantities. The intended diagnosis is to 

recognize whether the "after” data possess the same patterns o f the "before” data. This 

pattern detection is presented here.

A grid of M points for measurement needs to be selected first. This grid should 

cover the interested portions of the bridge (possibly entire bridge). In general, more data 

points are recommended to cover larger areas, especially when there is uncertainty about 

where the focus areas should be. Furthermore, more data points can provide a higher 

resolution for a given focus area, because they can increase the resolution of diagnosis. 

This grid will be used to accordingly collect both "before” and "after” data. Deformation 

measurements will be taken at all M points of the grid. Now let two sets of
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measurements data be available, denoted by vectors X and Y.

X = (X ,.X 2. X3. .......X ,.... XN)' N=SM (3.1)

Y = (Y,. Y2. Y3.  Y, ... Yn ) 1 N ^M (3.2)

where superscript t indicates transpose and N indicates the number o f data points used. 

Due to possible noise, a more precise definition of diagnosis is to decide if data X from 

one state belongs to the population or family o f data Y from another state.

The diagnosis can be based on the correlation coefficient of the two vectors X and

CC defined here uses data of a single feature (e.g.. deflection, slop, or curvature) to be 

used in damage diagnosis. All of these features are to be used in the PAC method for 

cross diagnosis, as discussed earlier. It is noted that CC becomes unity, when X and Y 

are identical, and it will not be unity when they are different. Conceptually, CC is the 

cosine of the angle between vectors X and Y in the N-dimensional space. Apparently, 

the further CC deviates from unity, the more likely the two states are not from the same 

population or family.

For an application of the PAC method, let's assume that two sets of measurement 

data for the intact (“Before”) state are available, denoted as [B]1L and [B]2L.

Y :

s  ,=! N X,. Y,

Correlation Coefficient (CC xy) ~ = X * Y  (3.3)
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(3.5)

(3.4)

The square brackets [ ] with a bolded letter inside are used hereafter to indicate a matrix

consisting of several vectors which are denoted as bolded letters without brackets. Each 

vector B in Eqs.3.4 and 3.5 contains M data elements from the M data points in the grid. 

Accordingly, [B]IL and [B]2L are matrices, each consisting of J vectors representing J

are needed to deal with possible noise which is always present in experimentally 

measured data. Further, assume that a new measurement data set [A]L is made available 

for a state to be diagnosed.

Note that even if no deterioration has occurred between the times o f  the measurements of

of noise. This noise is attributable to various factors, such as variation of the 

environmental conditions (e.g., temperature and humidity fluctuation, etc.) affecting 

measurement, bridge condition, and resolution of the data acquisition equipment, etc.

For the purpose of damage diagnosis, particularly when a local area is interested, 

not necessarily all M points are needed. For example, Eqs.3.1 and 3.2 use only N (^M ) 

points in a neighborhood. Note that N can be changed, and also the area covered by the

measurement replicates. Superscript L (L=D.S.C,C2) indicates which feature is referred 

to: D= deflection. S = slope. C= curvature, and C2 = curvature squared. The J replicates

[A]l = (ALi, Al2, Al3- A L4 ,  .... ALj) (3.6)

[A]l and [B]1L and [B]2L, ALj may not be exactly identical to BIL, o r B2L, due to presence
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N points in a neighborhood can be accordingly changed in the PAC method to focus on 

different sizes of local areas. Therefore, this neighborhood is referred to as N- 

neighborhood. With this understanding, let us use a subset o f the available data [B]1L, 

[B]2l. and [A]l defined in Eqs.3.4 to 3.6. which are denoted as [B]ILN, [B]2LN, and

[A]l n :

[B]1ln = (B1UN|, B 1LN2, Bil-N3 . B 1 l n 4  B IUNj) (3.7a)

[B]2LN = (B2 L-Ni. B2L-n'2, B2L-n3, B2LN4. .... B2 L-Nj) (3.7b)

[A]ln = (AUN1. Al-N2. Al-n3. Al-N4. .... Al-N3) (3.7c)

For diagnosis for a local area defined by the N data points, a baseline o f CC 

values needs to be established, as the benchmark for diagnosis. CC is calculated referring

to a reference BLNavg :

1

B L-Nava =  — •- ( I  ,= 1.2.3 J B 1L-N'i +  2  j = i . 2.3  J B 2L'NJ) (3 .8 )
25

where [B]ILN and [B]2ln are two subsets of the data defined in Eqs.3.4 and 3.5 for the 

intact state explained above. This reference is then used to find the correlation 

coefficient as follows:

CC1LN' Bl = B ILN' • B LNavg , CC2LNBj = B2LNj • BLMavg (3.9)

CCLNAk = ALNk •  BLNavg (3.10)

(where i.j,k = 1, 2, 3 ,.. . ,  J ; L=D,S,C,C2)
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These CC values range from -1 to +1. For probabilistic analysis to be discussed 

below, it is desirable that CC be converted through the Fisher Transfer [Sachs 1984] to 

the following variables. These variables range from negative infinity to positive infinity:

r1L NB, = 0.5 Ln [ ( 1 + CC,LNBl ) / (l-CClLNB, ) ] 

r LN„j = 0.5 Ln [ ( 1+ CC2L nBj ) / (l-CC2LNBj) ] 

rLN4 K = 0.5 Ln [ ( 1 + CCL V  ) / (1-CCL-NAK ) ]

(where i.j,k = 1, 2. 3, .... J ; L=D,S,C,C2) (3.11)

This conversion makes the new variable r to be closer to normally distributed. This will 

facilitate probabilistic analyses to be discussed later. These data elements can be 

organized into a condensed vector form as follows:

r 1L~N _ / J L . N  
B -  (  r  B l

I L.N I L.N . r  B2 . r B3 ‘  -
1L.N xT

r2L-N  _  ,  2L.N
b  -  (  r B l

2L.N  2  L.N, r B2 . r B3 •— _2L.N \T

r L-N _  (  L.N 
a ( r ai

-L .N  L .N• r ,A2  • r  , \ 3  .— _L.N xT
......r aj )

(where L=D.S.C.C2) (3.12)

For clarity, it is helpful to restate here the meaning o f the involved super- and sub

scripts in the above equations. Superscripts 1 and 2 indicate the first and second cycles 

of data collection for the before state ([B] matrices). Thus they appear only in f  s related 

to B's. Superscript L = D,S,C,C2 identifies the feature used, respectively for deflection, 

slope, curvature, and curvature squared. Furthermore, superscript N in Eq.3.12 indicates
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the subset out o f the entire data set for all M points o f the grid. Again, N can change to 

cover different subset sizes and for different subset locations. The first subscript to r or r 

in a bolded letter indicates the state (B for "before*’ and A for "after” state, respectively). 

The second subscript i. j, and k indicates the ith, jth. or kth replicate in the available data.

3.4 Likelihood Factor

The r vectors in Eq.3.12 represent the structure’s condition for “before” and 

"after” states. They are now compared in this section for damage diagnosis. Before the 

symbols for these data are directly used below, the concept of this comparison is 

presented next. It uses the concept of pattern recognition [Chen 1982. Kosko 1992].

Let two sets o f data, ri and n . be available:

ri = ( rn .r 12.r i3 . ru . . . . ,r ia) (3.13)

1*2 — ( Tti. T22. *23 . r 24. • ■ T2p) (3.14)

where a  and P identify the numbers of data elements included respectively for the two 

vectors, and they do not have to be identical. Assume that data in ri and n  belong to 

probability distributions with density functions fi(r) and f?(r). respectively. For 

diagnosis purposes, the likelihood of ri belonging to fi(r), and symmetrically belonging

to f(r) will be determined. This likelihood is quantified by the following likelihood 

factor:

Likelihood Factor = Ln ( Pr2 .ri Pri.r2 ) = LFri. ri = LFr2 . ri (3.15)
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where Ln is the natural logarithm function, and

maxfri)

JPr2 .rl = J  f|(r) dr
minfri)

max(ri)

JP ri. r2 = J  L(r) dr (3.16)
min(ri)

where

max(rO = the maximum of ru .r 12. r 13. r 14 . . . , r ia 

min(ri) = the minimum o f ru .r 12.r 13. r 14 . . . , r ia 

max(r2 ) = the maximum of ^ 1. r2 2 . r23. r24...• r2 p

min(r2 ) = the minimum of r2 i.r2 2 .t23. r24. •... r2 p (3.17)

In the applications discussed in later chapters. fi(r) and f2 (r) are assumed to be 

normal distributions. It should be mentioned that different assumptions may be used for 

fi(r) and f2 (r). if supporting evidences are available or can be made available. Pr2 .ri is the 

probability that data elements in r 2 belong to fi(r), the distribution of ri. Pri, r 2 is 

symmetrically the probability that data in ri belong to f2(r). the distribution o f  r 2 .

These two probabilities are shown in Fig.3.2 as the shaded areas, respectively. 

Data set ri is shown to be clustered at left, compared with n  at right. These two sets of 

data may be overlapped on the r axis. It is seen in Eq.3.15 that LF equals to 0 when Pr2 ,ri 

and Pri.r2 both are 1 .0 . This is the maximum value of LFri.r2 , since Pr2 ,ri and Pri.r2 cannot 

exceed one, according to the definition of probability. A lower LFri.r2 means that more
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likely rj and ri do not belong to each other’s population or family. This is interpreted as 

presence o f deterioration in the area covered by these data points. Two statistical 

parameters are needed to fully define each of the two normal distributions: mean and 

standard deviation. They can be estimated using ri and ri respectively.

The r 's  in the condensed vectors form Eq.3.12 now can be used respectively to 

find the likelihood factors as defined in Eq.3.15. The first two vectors contain 

information on the intact or reference state. They are used here as reference for 

diagnosis. The third vector represents the state to be diagnosed. For each feature, the 

likelihood factor defined in Eq.3.15 is computed as follows:

LF
L.N I U N  :L N  

A • B & B

= Ln (P * P )
r1- ^ .  r 'LNB & r ^ B r IL & r L V  r L \

LF = Ln (P *P
i L N  1 L N  2 L N  I L . N _ I U N  *  _ 2 L . N  _ I U N  o, " U N  ^ I U N

B -B & B r  b . r  B * - r  B r  B r  B - r  B

LF = Ln (P:u:
B • B & B

:L .N  1UN :L.N "UN —IUN o. -2L.N  «UN o, "UN ..-U Nr  B* r  B * -  '  B f  B ^ < B * r  B

) (L=D,S,C,C ) (3.18)

where subscript r IL N B & r 2L N B indicates simple combination o f the two involved vectors:

_ !L .N  o  2L.N  r b  & r B

_  ^ I L.N 1L.N IL .N
-  ( r  b i , r  b 2, r  b s .

This combined data set serves as the baseline for diagnosis. Namely data rL-NA from 

another state to be diagnosed are compared with this baseline set, using the concept of

J L .N
r  b j .

-2  L.N
r  b i .

-2L.N 
r  B2,

2 L.N 
r B3,

_2L.N ,
r  b j ) (3.19)
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pattern recognition. The level o f difference between r L'N,\ and r IL NB & r 2L'N B is 

quantified using the likelihood factors in Eq.3.18.

3.5 Comprehensive Likelihood Factor (CLF) for Diagnosis

The likelihood factors defined above will indicate the likelihood of damage 

presence, for the area covered by the N data points of the subset. For each feature, a 

likelihood ratio (LR) is defined as follows:

LR = LF - 0.5 ( LF + LF ) L=D.S.C.C2 (3.20)
L.N LN  IL.N  :L N  IL N  !L N  2 L N  2 L N  IL N  Z L .S

A ♦ B & B B *B & B B - B & B

L R l.n  indicates the likelihood that [A]LN belongs to the population or family o f [B]IL N 

and [B]2LN for L=D,S.C.C2 (deflection, slope, curvature, and curvature squared, 

respectively). The negative term in Eq.3.20 represents a benchmark for comparison. 

When [A]ln  is close to [B],LN and [B]2LN combined. LRl.n is close to zero, indicating 

extremely low probability of deterioration. Lower LRl.n values indicate higher 

likelihood of deterioration. It should be noted that the [B] data can be taken, say, H (>2) 

times. Eq.3.20 then can be accordingly changed to:

LR= LF - ( Sm=i .2....h  LF )/H
L.N L.N IL N  2 L N  HL.N m L N  IL N  2 L N  H L N

A B &B &. & B B • B i  B & i  B

L=D,S,C,C2 (3.21)

where H is the number of times the data will be taken. Setting H=2 in Eq.3.21 reduces 

the formula to Eq.3.20 above.

These likelihood factors for L=D,S,C,C2 are proposed to be combined into a
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comprehensive likelihood factor (CLF) as follows to be used as a single index for cross

diagnosis:

Comprehensive Likelihood Factor (CLFn) = S l=d.s.c.c: w l LR l.n  (3.22)

I LwL= l ;  L=D,S,C,C2 (3.23)

where CLFn is a weighed total likelihood factor and wL is the weight for a feature for the 

area covered by the N data points. As seen, CLFn includes all the features for cross 

diagnosis. wL gives the weight for feature L. It should increase with the sensitivity of 

that feature to the damage of concern. In other words, more sensitive features (e.g., slope 

and curvature) should have higher weights wL. Note that this sensitivity is affected by 

the dependence between the feature and the damage. It is also affected by the noise level 

in the data, because noise makes signals more difficult to identify. Determination of 

weights wL will be further discussed in Section 4.2 later. Thus, these weights need to be 

determined for effectively diagnosing damage. It should be noted also that this approach 

can be extended to applications where more and/or different features may be used other 

than those identified in Eqs.3.22 and 3.23.

3.6 Advancing Strategy for Detecting Damages

It should be noted that N data points in the N-neighborhood are included in 

Eqs.3.1 and 2, respectively for each o f the four features. Therefore, CLFn in Eq.3.22 

uses only these N points. These data points are used for diagnosis of possible damages. 

Thus, it is expected that possible only damages in the area covered by these data points 

may be identified.
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When N is fairly large to cover a larger area (possibly the entire bridge). CLFn 

may be insensitive to local deterioration. It is because only a local area may be affected 

by the deterioration and shows abnormal behavior in the features used.

This local information may be spread over a large number o f data points and 

becomes un-recognizable. Furthermore, even if  a deterioration is diagnosed in this area 

by low CLFn. it is still desired to know where or in which smaller vicinity the damage is 

located. A strategy' of advancing diagnosis is developed here to address this issue. The 

idea is to use a series of N to systematically screen the entire structure (or a portion of it) 

covered by the data grid. When N becomes small enough (for example N=2) the 

diagnosis focus will identify the deterioration’ immediate vicinity.

As discussed above, for a given N and the N-neighborhood. a plot o f CLFn for all 

the neighborhoods of N points can be produced over the entire structure (or the area 

cov ered by the grid). This plot is referred to as a condition map o f the structure. Fig.3.3 

shows an example of such plots. Lower CLF values in the condition map will indicate 

higher likelihood of deterioration (for the neighborhood represented). For example, such 

an area is shown in Fig.3.3 by the lowest CLF. Then, a small N can be used for plotting 

another condition map at a higher resolution. Fig.3.4 shows another envisioned condition 

map that uses a smaller N-neighborhood and shows higher resolution for diagnosis. The 

damage area is reduced from Fig.3.3 so that it can be more reliably identified.

For highway bridge inspection, local deterioration is often the focus. Smaller N- 

neighborhoods (i.e. smaller N) with fewer data points will likely be required. Therefore a 

sequence o f different N should be used to consistently identify the damage location. The 

same process of CLF calculation can be repeated for corresponding neighborhoods of
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interest.

Figs.3.5 and 3.6 demonstrate two examples o f  the N-neighborhood size, 

respectively for beam- and plate-type of structure. With sequentially decreased N, 

plotted condition maps will help to narrow down a suspected area to the location or 

vicinity of deterioration. Using this idea of locating damage, the following procedure is 

suggested for advancing diagnosis.

1. Select an N (^ M ) and its associated N-neighborhood for the size of 

neighborhoods and the corresponding arrangement o f the N points. Identify a 

representing point for each N-neighborhood, which is at or close to the center of the 

neighborhood. Two examples of representing points can be seen in Figs.3.5 and 3.6 as 

the center point for N=3 and N=5. respectively. Compute and plot CLF for each 

representing point according to Eqs.3.22 and 3.23 over the entire grid. It will give a 

condition map of the bridge (or its covered portion), indicating likelihood o f deterioration 

in each neighborhood. The lower the CLF. the more likely there is deterioration in the 

covered area. Figs.3.3 and 3.4 show examples of envisioned condition map. They use 

two different sizes o f N-neighborhood. The smaller N-neighborhood (Fig.3.4 shows 

higher diagnosis resolution.

2. If the above results show any suspected areas o f deterioration (i.e.. 

outstandingly low CLF), select a smaller N to narrow down the covered area. Go back to 

Step 1. until N satisfies the required resolution (e.g., N=2).

3. Diagnose the damages by visual examination o f the condition maps produced 

above. If any areas consistently show low CLF values than other areas, these areas or 

vicinities can be readily identified as damage locations.
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Using more than one condition map for confirmation is often an important step in 

real world application for reliable diagnosis. When condition maps consistently show 

abnormal areas, diagnosis o f deterioration can be reliably made. If warranted, further 

confirmation may be called for, using a nondestructive testing technique for the local area 

identified. This process is similar to current bridge inspection for global diagnosis. Thus, 

the proposed global diagnosis method is envisioned to eventually supplement and/or even 

partially replace visual inspection of highway bridges.

The presented procedure essentially is a diagnosis process for every 

neighborhood. The neighborhood size is identified by N in Eq.3.22. Note that, this size 

can be as small as N =l. which is essentially the resolution o f the PAC method. When 

N=1 is used, the calculation o f CLF will not need the correlation coefficients defined in 

Eqs.3.8 to 3.10 and its conversion in Eq.3.11. This means that Eqs.3.16 will use the 

feature data directly (i.e. deflection, slop, curvature, or curvature squared).

In practical applications, deterioration may be localized in a small area (a point or 

its vicinity) or spread over a larger area. The proposed procedure can cover both types of 

situation. Practically, how effectively the PAC method can perform diagnosis depends 

on the resolution of the data point grid and the quality o f data obtained. Obviously, a 

higher grid-resolution and less noisy data will lead to more accurate and efficient 

diagnosis. It is also seen that cases with two or more areas o f deterioration can be 

simultaneously diagnosed by the PAC method. This is an advantage over, for example, 

using modal frequencies that may only signal presence o f deterioration, but not their 

locations. It is because modal frequencies are essentially global structural signatures.
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3.7 Summary

Fig.3.1 presents an overall procedure o f using the PAC method for bridge 

inspection (or for other structures" inspection). It starts with selection o f  the features to 

be used. Considering practicality o f highway bridge inspection, the following features 

are recommended in the above discussions: deflection, slope, curvature, and curvature 

squared. Accordingly, in Step 2. a grid o f data points needs to be selected to cover an 

area of concern. Step 3 is to acquire the baseline data [B]1L, [B]2L, ... , and [B]hl through 

H cycles of data collection for the features identified by L. Noise reduction is required in 

this step (and to be further discussed in Chapter 4). Then, a new set o f data [A]L is 

obtained for a state to be diagnosed, which should also be subject to noise reduction using 

the same process as for the baseline data sets. Then, in Step 5. the comprehensive 

likelihood factor CLF for damage needs to be computed by comparing [A]L with [B]IL,

[B]2L.......  and [B]HL. using a number o f N-neighborhoods. These results should be

plotted in Step 6  for visual inspection for diagnosis in Step 7. When such diagnosis is 

positive, certain areas or vicinities are identified to be likely damage locations. Then 

action should be taken, such as local nondestructive testing to confirm the damages or 

deterioration. If the diagnosis is negative in Step 7, no action will be needed until next 

inspection cycle starts. Because the baseline has been established, the next inspection 

cycle will start from Step 4 to collect an updating set of data [A]L.

Chapter 4 below will address several aspects of the PAC method for the 

demonstrating applications discussed in Chapters 5 and 6 . The aspects addressed include 

selection of the data grid, determination o f the weights for CLF defined in Eq.3.23, noise 

reduction, and effects of N-neighborhood and its size N.
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Fig 3.1 PAC Method F lo w c h a r t
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P 2

nin.Cr, )

Fig. 3.2 Calculation of P a. n (top) and of P r\.r2(bottom).

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

y i

i t
iiii

%• o.
~r
%
%%
O

.£
~7

£
%
O«4

%
%
Oo

©

• 2

-5

\

c*\

$VS-

& >

9S&*

,et'

;\c^
qnHiv\ev-

^ 0<
,d̂ c■X\ô ̂
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Fig.  3 . 6  N i e g h b o r h o o d s  o f  5  P o i n t s  <N=5> f o r  a  P l a t e  S t r u c t u r e
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CHAPTER FOUR 

COMPUTER SIMULATION FOR PAC METHOD

As discussed in Chapter 3, experimental data contain noise, which affects the 

effectiveness o f diagnosis. In addition, the presented PAC method requires a 

predetermined data grid, which has implications to diagnosis resolution. Namely, an 

intensive grid can provide data for a large number of points. This kind o f grid is expected 

to provide more detailed information on the exact location o f  possible damage. 

Furthermore, the PAC method needs several weights WLto compute CLF in Eq.3.22. To 

avoid costly experiments, computer simulation was performed first on a beam model in 

this study, to address these aspects of the PAC method. Different scenarios of simulated 

damage were used for this purpose. This computer simulation is presented in this 

chapter. Based on this experience, physical testing was conducted for application of the 

PAC method, which is presented in Chapters 5 and 6 .

4.1 Objective

The objective o f the computer simulation presented below was to develop 

effective algorithms for the computations required in the PAC method. The following 

tasks were fulfilled in this computer simulation.

i) To develop an algorithm for reducing possible noise, which could influence the 

effectiveness o f diagnosis. Noise can be critical to diagnosing relatively small and local 

damage. Different features (deflection, slope, etc.) may have different response to noise. 

The main focus of this task was to develop effective treatment for noise in the used
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features.

ii) To study the effect o f the data grid.

iii) To determine the weights for the used features in CLF defined in Eqs.3.22 and

3.23. Such weights depend on the features’ sensitivity to damage, which is also

influenced by noise in measured data.

4.2 Noise Reduction

An important aspect studied in this computer simulation is noise reduction. This

aspect is critical because inevitable noise reduces data quality and thus diagnosis

effectiveness. As discussed in Chapter 2, many previously proposed methods have 

suffered from noise. Unfortunately this issue has been not adequately addressed in these 

studies.

Noise in measured data is due to various sources, such as measurement system’s 

noise, fluctuation of environment conditions, nonlinear behavior o f the structure, and 

electrical disturbance, etc. Sometimes, noise may be even higher than the change in the 

features caused by structural damage to be diagnosed. When this has taken place, it 

possibly results in false alarm or missing the signal o f damage. Therefore, noise 

reduction is essential for high reliability of diagnosis.

Noise reduction is usually performed using averaging and/or smoothing [Hardie and 

Boncelet 1993. McDonough and Whalen 1995]. The key to successfully reducing noise 

is to select appropriate and effective averaging or smoothing. This issue is discussed 

below.

R e p r o d u c e d  with p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

42

4.2.1 Smoothing Filters

Averaging measured data to reduce noise is based on an assumption that noise has 

a zero mean. Smoothing or curve fitting data is also a common procedure for noise 

reduction [Hirsch 1992, Shanmugan and Breipohi 1988]. For a grid o f  data points where 

measured data are made available, smoothing is often more effective in noise reduction, 

because more data are used in smoothing. For data from a particular point in the grid, its 

noise-filtered value can be determined using not only data from that point, but also those 

from the surrounding points in the neighborhood. A variety of algorithms can be used for 

such smoothing.

As an example, a third order algorithm for data smoothing can be used for a grid 

in one dimension (e.g., for the case o f  a beam). It uses a number o f points in a 

neighborhood, which is referred to as a window. This is to differentiate the window from 

the N-neighborhood used in Chapter 3 which is characterized by N (Eq.3.7). The 

formula for a third order smoothing can be written as follows:

y ; ' ( t )  =  aj + bj t +  C j r  +  dj t^ (4.1)

where y;' is the smoothed value for location x, and this smoothing is based on 

measured data yj.k, yj.k+i ,  ,yi-i, yi, yi+i, •••, yi+k-i, and y,+k , which contain noise.

t = —----- —  . and x, is the location o f the data point o f interest, x indicates the
A x

locations of the measured values data yi .k to yj+k within the window. Ax is the spacing 

between the data points, a*, b j , Cj, and dj are model parameters to be determined using 

the original measured data y; _k , y; .k+! , ...,yj -i , yi , y^i ,.... yj+k.i ,and y,+k. k is an 

integer to indicate the window of data points to be included. In this study, cases with k =
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1. 2. 3, and 4 were investigated.

Using Eq.4.1, the noise-filtered deflection, slope, and curvature at data point x,

can be readily found as follows. Note that the slope and curvature are derived as the first

and second order derivatives o f the deflection.

Deflection y;v (t=0 ) = a , (4.2)

Slope = dy:V('  = --  = (4.3)
dx A .t

d 2 v A ( / =  0 ) 2 c ,
Curvature = ------------- ;--------  =  — (4.4)

dx " A x*

If a window of 7 points (k=3) is used for smoothing (i.e., y, .3 , yj -2 , yi -1 , y i , >'1+1 , 

>V2 - and y,_ 3  respectively at x, .3  , x, .2  . x, .1 , Xj , x,+i , Xj+ 2 , and Xj+3 are used), 

coefficients aj. bj, and c, can be derived as follows using the least squared error method.

\ r  = 0 ) =  a, = 2j  [-2 (y ,-3 + y,_3)-t-3 (y^2 + yt-2)+6 (yj-i + y,.i)+7y,]

d- - LT -~Q) Ax= bj = [-22(yw  - yi-3)+67(yl+2 - y,-2)+58(y1+, - y,.|)]
dx — -

d : v A (t = 0) (Ax) 2 1
- : -'dx5—  = c >= 8 4  t5(yi+3 + y.-3)-3Cyi-'+ yi-i)-4y«] (4 -5)

where, again, yj .3 , y, .2 , yj -1, yi, yi+i, y ^ ,  and yj+ 3  are original measured deflection data
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obtained before noise reduction. It should be emphasized that Eq.4.5 is used for point x,

only. In other words, a. b. c, and d in Eq.4.I are different for different points using 

respective windows of measured data.

As seen, the point of interest x, in Eqs.4.1 through 4.5 is at the center o f the 

window. When the focus point Xj is not at the center o f the window, then the formulas 

for a. b. and c should be different from those in Eq.4.5. This occurs when the interested 

point is at or close to an edge of the window. These formulas are given as follows, if  the 

same number of (7) data points is used as for other x,'s.

For 7 points in a window where x, is two points away from the edge point x , .2  

(i.e.. x, .2 , Xj -i. Xj , x, -i, Xj +2 ? X; +3 , and x , are used), use the original measured 

deflections at these points for a smoothed deflection y;' (t=0 ):

For 7 points in a window where Xj is one point away from the edge point Xj_i (i.e., 

^ 1*1 * Xt*|« X|+2 ; X|+4? and Xj+5 are used), use the corresponding measured deflection

data for a smoothed deflection y;' (t=0 ):

[-4 v,.2+ 16 y,.|+1 9y,+12yj+1 +2 y,>2-4 y^3+y. - 4

dv (t=0) 
dx

AX =  b, = ^  [-29yj.2-46yI. i - 19y i+ 24y v i+ 55y1-2+46y1. 3-31yI-M]

d 2 y,' ( /=0)  (Ax) 2

d P  2
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y;' (t=0) = a; = ^  [8yi-i+ 19y i+ 16yj+i+6yj+2-4 yj+3-7yI+4+4 yi+5]

dy ' ^ AX -  bj = 5 ^  [-122y,.1+17yj+62yI-,1+48y,+2+ 10yI-.3-17y^4+ 2 y l+5] 
dx —-

d V  it = 0 ) (A x )2 1
—^ c* = 7 V  [57y,1-42y1-51>v1-12yI_2+33yI.3+42y1-4-27yI. 5] (4 .7 )

dx ' 2

Finally, for 7 points in a window where xlt itself is at the edge (i.e., x„ Xj+i, x,+2 , 

x,-3. x,-4 . X1- 5 . and x^ 6  are used) use the corresponding measured deflections for a 

smoothed deflection y;' (t=0 ):

y;v (t=0) = af = ^  [39yI+ 8y^ I-4y^2*4y,*3+ y1+4+4yj+5-2y1+6]

d> (/ 0) AX =  bi = ^  [-257yi+ 122y i+,+ 185y i+2+ 72yi+3-77y i+4- 122yi+5+ 77yi+6] 
dx

—-Y-' ^ -=  c, = i  [13y1-10.5yI- 1-12y1.2-2>V3+9y,+4+10.5yI.5-8yK6]- (4.8)
dx ' 2

Appendix 1 provides more cases o f smoothing formulas for a number o f different 

window sizes. These formulas were derived using the least squared error method. These
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windows were used in the computer simulation for optimal results. The optimization 

process is discussed next.

4.2.2 The Spokoiny Method

The smoothing filters discussed above can be used to reduce noise. On the other 

hand, how to choose an appropriate filter for the data in hand needs to be addressed. This 

subject has received intensive attention among mathematical statisticians [Korestelev and 

Tsybakov 1993. Lepski and Spokoiny 1997. Muller 1992].

Spokoiny [1998] proposed a method to optimize the smoothing filter according to 

the data used. He introduced an index to be minimized for this optimization. This index 

is sensitive to discontinuities or change-points of the underlying function or its 

derivatives. This approach is described below.

Let a data set (x , yj) be available. It is assumed that y, is the sum of of a function 

f  s value at x , and a noise:

y, = / ( x , )  + E, / =  1,2,3. . . .  (4.9)

where x, are the locations of data points, c, are individual random noise and /  is the 

underlying function to be found for improving y\ by reducing noise. It is also assumed 

that t, is a normal random variable with mean equal to zero and variance equal to <r.

For a typical data value yj at point Xj, we wish to find an improved value y;v with 

lower noise. For this purpose, the function f  is approximated by a polynomial P  o f m 

-1 order that minimizes the sum 2j [yj - Pu (x j . Xj) ] 2 over a window U of data points. An
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example of this type o f polynomial is shown in Eq.4.1. Using the symbols defined in 

Eq.4.1, here j = i-k, i-k+1, i-1, i, i+1, i+k-1, i+k.

Further, there is a number of windows U that can be chosen for this purpose. 

Spokoiny [1998] proposed to use the residuals £uj = yj - fj,(xj - x,) to construct an index 

T as follows. The index Indicates the quality of the polynomial smoothing filter:

T “ ' = — T T ~ — T — S  (410)

where 1 = 0 , 1 , 2 , ..., m -1 , and 

d u 2  ,  =  ■ J J — ' L  ( x  j  -  * , y  <4 1 1 >
M  U u

where Nu = the number o f data points in the window U. a  = the standard deviation of 

the data points. Index T in Eq.4.10 is a weighted sum o f the residuals. The weights are 

the distances Xj - x;. This index is used here to identify an optimal window. Spokoiny 

[1998] has proven that this optimal window minimizes the mean integrated error. This 

window corresponds to

min max [T u ,i(i=o.u m-ij\ (4.12)
over U over /

In other words, the optimal window should be identified as the one that minimizes the 

maximum T given in Eq.4.10 over /, (1=0,1,2,3... .,m-1 )•
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4.2.3 Algorithm o f Noise Reduction

Based on above discussion, the following algorithm is used in this study for noise 

reduction in both the computer simulation presented next and the experiments discussed 

in Chapter 5. In applying the Spokoiny method here, a third order polynomial is used 

because of the following observations. 1) Any lower order polynomials would perform 

undesirable over-smoothing. For example, a second order polynomial would give a 

constant curvature within the window, which may not be always the case. 2) Higher 

order polynomials were also tried in the simulation, but no clear advantages were 

observed. Therefore, further higher orders than 3 were not used, to reduce calculation 

effort.

Based on the above discussions, a noise reduction algorithm is developed in this 

study. Fig.4.1 depicts the flowchart of the algorithm. Five steps are utilized to reduce 

noise and increase the effectiveness of detecting damages. These steps are described

below.

1) Apply the Spokoiny method to the original deflection data [ B ] ° .  For every 

data point in the grid, the optimal window selected gives an improved deflection value 

for each replicate. Thus the number of the deflection data points and number of the 

replicates are not changed in this noise reduction process. The smoothed results will then 

be used as [ B ] 1D, [B ]2D, and [A]D in Eqs.3.4 to 3.6 for the PAC method. Based on 

experience obtained in preliminary computations 5, 7, and 9 point windows (k = 2, 3, and 

4, respectively for Eq.4.1) were included in this optimization process.

2) For every data point, compute the slope using the optimal window selected in 

Step 1. In other words, if a 7-point window is selected, use Eq.4.3 to compute the slope.
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If another window is selected in the optimization, then this window’s equivalent formula 

for slope calculation should be used which is given in Appendix 1.

3) Apply the Spokoiny method again to the slope obtained in Step 2. The results 

will then be used as [B]1S. [B]2S. and [A]s defined in Eqs.3.4 to 3.6 for the PAC method.

4) For every data point, compute the curvature using the window selected in Step 

3 (using Eq.4.3 if the 7-point window is selected or its equivalence if  another window is 

selected, in a similar way as in Step 2).

5) Apply the Spokoiny method again to the curvature data obtained in Step 4. The 

resulting data will then be used as [B]1C. [B]2C, and [A]c in Eqs.3.4 to 3.6 for the PAC 

method. These data matrices are then used to find [B]IC2, [B]2C2, and [A]C2 in Eqs.3.4 to 

3.6 by squaring their each and every data element.

This algorithm represents a concept of filtering noise in cascade, as shown in 

Fig.4.1. The three levels o f filtering is required because smoothing data using an 

optimized window does not necessarily result in optimal derivatives of these data. 

Further, derivatives are usually more sensitive to noise. Thus derivatives are subject to 

treatment at more than one level.

4.3 Computer Simulation Model

A beam model was used in this study for computer simulation. The beam has a 

constant nominal El and is simply supported. Its one end is supported on a roller and the 

other on a hinge. Note that many highway bridge spans are so supported. It should also 

be mentioned that the PAC method and the noise reduction algorithm are intended to be 

applicable to any support condition. Thus the support condition is not used in the PAC
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method presented in Chapter 3. A concentrated load was applied at the mid-span and 

used as the cause of deflection.

The model beam used in this computer simulation is shown in Fig.4.2. Two grids 

o f data points were selected to cover the same area of interest considering practicality of 

experimental data acquisition in testing, to be presented in Chapters 5 and 6 . The first 

grid (Grid 1) contains 35 points and the second one (Grid 2) has 70 points. These two 

grids are also shown in Fig.4.2.

For these grids, deflection of the beam at each data point was analytically 

obtained using theoretical structure analysis. First, this was done for the intact case (or 

the 'before' state) which served as a reference for diagnosis. Then a local change in 

stiffness was introduced between points 19 and 22 in Grid 1 (and between Points 38 to 42 

in Grid ). The same theoretical analysis for deflection was then performed for the 

simulated damaged case for both grids. It represents a damaged case (or an 'after' state).

Fig.4.3 shows deflection, slope, curvature, and curvature squared for both the 

intact and damaged states using Grid 2. It is seen that curvature and curvature squared 

are more sensitive to the stiffness change used. Slop and deflection are apparently less 

sensitive. This is because curvature is inversely proportional to local stiffness El at any 

location. When El has a sudden change between Points 38 to 42. the curvature shows a 

sharp change accordingly. Note that although deflection and slope are not like curvature, 

they are also affected by stiffness change elsewhere.

Then computer-generated random numbers were added to these theoretical 

deflections. Resulting deflection values were used as simulated measured deflections. 

This was to simulate noise included in measurement data. The noise is assumed to have a
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normal distribution with mean equal to zero, and various levels of standard deviation. 15 

replicates (J=15) were made available for data defined in Eqs.3.4 to 3.6.

The deflection data were then treated to reduce noise as discussed above in 

Section 4.2. The same noise reduction algorithm presented in Section 4.2.3 was applied 

to each replicate of data. Then the sensitivity o f each feature (deflection, slop, curvature, 

and curvature squared) to the simulated damage (stiffness change) was studied, and the 

weights in Eq.3.22 were selected accordingly.

4.4 Simulation Results and Discussions

This computer simulation used a variety of parameters to investigate their effects 

on reliable diagnosis. They included the following items. 1) Weights for the features for 

CLF computation (Eq.3.23). 2) Noise level in the deflection data, that are used to 

compute other features. 3) Selection of data grid. 4) Damage severity. 5) Size of the N- 

neighborhood for advancing diagnosis to narrow the focus to the damage location or 

vicinity. The experience obtained in this computer simulation discussed below was also 

used to plan and carry out the experiment program presented in Chapters 5 and 6 .

4.4.1 Weights for CLF

It was suggested earlier in Chapter 3 that several features related to inherent 

structural properties be included in the CLF defined in Eqs.3.22 for cross diagnosis. It is 

to increase the reliability of diagnosis because noise-contaminated data for one single 

feature may not provide the signal needed. This section discusses on the weights needed 

for these features for effective diagnosis.
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For various cases o f  the involved parameters listed above, the sensitivities o f 

deflection, slope, curvature, and curvature squared were observed. It was found that 

curvature and curvature squared have higher sensitivity than the other two features, with 

the latter being slightly higher. It is because the curvature is inversely proportional to 

local stiffness. This actually can be seen in Fig.4.3 discussed earlier. On the other hand, 

these derivatives are also vulnerable to noise because they need to be computed using 

deflection data that contain noise. Many ranges of these parameters discussed above 

were tried and the following weights were selected:

vvD = 0.1; ws = 0.2; wc = 0.3; wc2 = 0.4 (4.13)

These weights reflects that deflection, slope, curvature, and curvature squared have 

increasing sensitivity to damage. They also reflect possible effects of noise on these 

features in diagnosis. These weights are used for cases discussed below, including those 

both in the computer simulation and in the experiment program to be presented in 

Chapters 5 and 6 .

4.4.2 Effects of Noise Level

Noise in data affects the effectiveness of damage detection, because noise may 

"mask" the signal when noise is higher than the change caused by the signal. Figs.4.4 

and 4.5 show CLF (defined in Eq.3.22) for two noise levels. Other parameters used are 

identical, including the grid size (M=35), damage severity (12% increase in stiffness El), 

and the neighborhood size (N =l). Fig.4.4 is for 1% noise and Fig.4.5 for 0.1% noise. 

The noise level is defined here as the ratio of the standard deviation a  (Eq.4.10) and the
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analytical midspan deflection (at Point 18 o f Grid 1 or Point 36 of Grid 2) for the intact

s t a t e .

As seen in these figures, relatively lower CLF values between Points 19 and 23 

indicate an area o f likely damage. On the other hand, Fig.4.5 for lower noise shows more 

clearly that this area is outstanding. Thus diagnosis under lower noise could be more 

effectively performed, as expected. Further, the same can be concluded when comparing 

Figs.4.6 and 4.7, respectively for 1% and 0.1% noise level and for a  smaller “damage” 

severity than for Figs.4.4 and 4.5.

4.4.3 Effects of Grid Selection

As shown in Figs.4.4 and 4.5. plotted CLF over all M data points in the grid offers 

a condition map for diagnosis. Lower CLF values compared with other CLF values 

indicate suspected areas of damage or deterioration. Because N=1 is used, these figures 

show the highest resolution for the given grid. Nevertheless, resolution can be improved 

by using a more intensive grid. By reducing the size of intervals between two data 

points, smaller localized damage can be diagnosed more effectively and reliably, 

especially for its location.

Two grids are used here for observing the influence o f grid on diagnosis 

resolution. Fig.4.5 is for a grid of 35 points (Grid 1 and M=35), and Fig.4.9 shows is for 

the other grid (Grid 2 and M=70). Grid 1 has data points 2.5 cm apart, and Grid 2 has 

them 1.25 cm apart.

These two figures show two condition maps for the same parameters except the 

grids used, i.e., damage severity for 1 2 % at the same location, noise level o f 0 . 1 %, and
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neighborhood of N=l.  Fig.4.9 shows a damage area from Points 38 to 42 with lowest 

CLF values in the figure, and Fig.4.5 indicates the area between Points 19 and 22 

(possibly Point 23 as well). This difference is due to the grids used respectively. Fig.4.2 

shows the both grids and the detail for the area where stiffness change is introduced. As 

seen. Points 38 to 42 of Grid 2 represent a length of 5 cm o f the beam, and Points 19 to 

22 instead represent a length o f 7.5 cm. Diagnoses using these two grids could cause this 

difference in locating damage. Apparently, Grid 2 narrows down suspected vicinity area 

of damage, and the damage can be located more accurately. Furthermore, comparison 

between Figs.4.4 and 4.8 shows the same conclusion for a higher noise level 1%. In a 

similar fashion, Figs.4.6 and 4.7 are compared with Figs.4.10 and 4.11 for a less severe 

damage level with a 5% stiffness change. Based on these observations and planned 

damage scenarios to be used in the experimental program o f this study (to be discussed 

later in Chapters 5 and 6 ), the 70-point grid (Grid 2) was planned to be used in the 

experimental program for the coherent laser radar system.

4.4.4 Effects of Damage Severity

As discussed above. Figs.4.6 and 4.7 show the condition maps for a less severe 

damage, compared to those in Figs.4.4 and 4.5 respectively. As expected, the latter set of 

figures exhibits stronger signals for locating the damage area (between Points 19 and 23 

for Grid 1). For the same grid and noise level, a smaller damage causes less strong 

indication in the condition map for diagnosis. For Grid 2, Figs.4.8 and 4.9 clearly show 

lower CLF values, compared with Figs.4.10 and 4.11, because of more severe damage is 

used.
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4.4.5 Effects of Neighborhood Size N

The neighborhood size N defined in Eqs.3.1 and 3.2 and used in computing CLF 

in Eq.3.22 indicates which points in the grid are included in a single value o f CLF. 

Therefore the CLF calculated actually tells the likelihood of possible change for that N- 

neighborhood. When a damage occurs in a neighborhood, its effect could be very local. 

If a large neighborhood is used, the resulting CLF may not show a higher likelihood of 

damage. This will reduce the effectiveness and reliability of diagnosis. Thus an 

advancing diagnosis strategy was proposed in the PAC method. It is to use a number of 

neighborhood sizes N to “zoom" to the damage location. When CLF for different N 

shows consistent indications o f suspected areas of higher likelihood of damage, these 

areas can be readily identified.

Figs.4.12 and 4.13 respectively show two cases of N=1 and N=3 using the same 

model beam discussed above. All other parameters are kept identical for these two 

figures, including the gird with 70 points. Fig.4.13 with N=3 included 3 points in the 

neighborhood (as shown in Fig.3.5). The most likely damage area can be identified as 

from Points 36 to 45 -  a 11.5 cm length o f  the beam, where lowest CLF values are 

shown. When a smaller neighborhood N=1 is used, Fig.4.12 “narrows" down to Points 

37 to 43 -  a 7.5 cm length of the beam. It represents a smaller area diagnosed. As seen 

the highest resolution achievable is N=l.  It is related to the grid selected as discussed 

above.

R e p r o d u c e d  with p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

R
eproduced 

with 
perm

ission 
of the 

copyright 
ow

ner. 
Further 

reproduction 
prohibited 

w
ithout 

perm
ission.

Original 
Deflection Data 
(Both “before” 

and “after” Data)

Slope Data Based 
on Noisc-reduced 

Deflection Data

Curvature Data 
Based on Noise- 

reduced Slope Data

Spokoiny
Method
(Filter)

[B ]IC, (B]2C, (A]c 
(for Eqs.3.4 to 3.6)

Spokoiny
Method
(Filter)

[B ]IS, (B)2S,[A ]S 
(for Eqs.3.4 to 3.6)

IB ]ID,(B J2D,[A ]D 
(for Eqs.3.4 to 3.6)

Spokoiny
Method
(Filter)

Fig. 4.1 Noise Reduction by Applying the Spokoiny Method in Cascade.
L/t
Os



www.manaraa.com

R
eproduced 

with 
perm

ission 
of the 

copyright 
ow

ner. 
Further 

reproduction 
prohibited 

w
ithout 

perm
ission.

©
Grid 1

Grid 2

!  t - - - - - - - - - - - - %

/ ,  ® r —  i
/

» ■ . . . . . . . . . .  u
//  t

2.5 cm 

1.2b U S

2.5 cm 

1.25 1.25

2.5 cm

1.25 1.25 /

2.5 cm 

1.25 U 5

2.5 cm 

1.25 1.25

■ ' \ ' : r ...... 1.......

A p p l i e d  L o a d

a

8 c m .—  | 5 c m

\ C o n s t o n t  El

R o l l e r  S u p p o r t

6 5 c m

Areo of S tiffness  Chonge 
6 5 c m

H i n g e  S u p o r t

Poin
2 6 . 7 5 c m  i

u

1 Point IS

1 - t - . (

5 Poiiit 22  Point 35
1 8 . 2 5  c m

3 4  I n t e r v a l s  @2 .^ j c m  =  l

I "

3 5 c m  \

J*

\  Grid 1
‘ S t i f f n e s s  I n c r e a s e d  B e t w e e n  P o i n t s  1 9 - 2 2  fo r  Grid 1

Point 1 Point 38  
2 6 . 7 5 c m  ^ j

Point 42  Point 70  
I i 1 7 c m

T .............  "  ’ 1

6 9  I n t e r v a l s  @1 . 2 5

r T V i '

i c m  =  8 6 . 2 5 c m  \  Grid 1

‘ S t i f fness  I n c r ea s e d  B e tween  Points  3 8 - 4 2  for  Grid 2

Fig 4 . 2  M o d e l  B e a m  fo r  C o m p u t e r  S i m u l a t i o n KA-J



www.manaraa.com

R
eproduced 

with 
perm

ission 
of the 

copyright 
ow

ner. 
Further 

reproduction 
prohibited 

w
ithout 

perm
ission.

0 0E+00

-2 0E-06

-4 0E-06

E
E -6 0E-06

o  -8 0E-06

• 1 OE-OS

• 1 2E-05

Intact Dell 

Ding Dell
• 1 4 E 0 5

-1 6E-05
D ata Point

2 0E-07

I 5E-07

1 0E-07

5 0E-08
<u
§■ 0 OE+OO 
W

-5 0E-08

•1 0E-07

Damg Slope 
Intact Slope

•1.5E-07

•2 0E-07
D ata Point

1 6E-0B
Damg-Curve

Intact-CurveI 4E-08

t 2E-08

1 OE-OB

8 0E-09

6 0E-09

4 0E-09

2 OE-09

0 OE«00

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 

D ata  Point

2 5E-16

2 OE-16

1 5E-16

m  1 OE-16

o
5.0E-17

t- 04 04 N (O n t- m o» o  n *-v  *  ^  u> i n  to
D ata  Point

l?ig. 4.3 Theoretical A nalysis Results for Intact and Dam age Sim ulation M odel Beams (per kN).

00



www.manaraa.com

59

10

0 " D O n D D
31 33 35

u.-JO
-10

-20

-30

-40

-50

Fig. 4.4 Condition Map for Simulation Beam 

(12% Stiffness Increase, 1% Noise in deflection data, N=l,  M=35 Grid)

O 0 ” n o  O'l

-30

-40

-50

Fig. 4.5 Condition Map for Simulation Beam 

(12% Stiffness Increase, 0.1% Noise in deflection data, N=l,  M=35 Grid)

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

10

0 O ' D O U
31 33 35

° 0

CJ
-10

-20

-30

-40

-50

Fig. 4.6 Condition Map for Simulation Beam 

(5% Stiffness Increase, 1% Noise in deflection data, N=l ,  M=35 Grid)

10

25 27 35

-10

-20

-30

-40

-50

Fig. 4.7 Condition Map for Simulation Beam

(5% Stiffness Increase, 0.1% Noise in deflection data, N=l ,  M -35 Grid)

R e p r o d u c e d  with p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

61

10 

0u.
O 
-10

-20

-30

-40

-50

Fig. 4.8 Condition Map for Simulation Beam 

(12% Stiffness Increase, 1% Noise in deflection data, N=l,  M=70 Grid)

I 4 7 10 w pr *ii ii v/ i)j ■!.* **j [̂ i |4# iju w ̂  'v *u v  ■i'm ■

-10

-30

-40

-50

Fig. 4.9 Condition Map for Simulation Beam 

(12% Stiffness Increase, 0.1% Noise in deflection data, N=l,  M=70 Grid)

R e p r o d u c e d  with p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

62

10

••■* * i » r » — ■■■■■■■■■•■■■■
3 46 49 52 55 58 61 64 67 7<l

-10

-20

-30

-40

-50

Fig. 4.10 Condition Map for Simulation Beam 

(5% Stiffness Increase, 1 % Noise in deflection data, N=l,  M=70 Grid)

10

o
4 7 10 -ft 16 19 22 25 28 31 34 3 r U t | |4 :u

-10

-20

-30

-40

-50

Fig. 4 . 1 1  Condition Map for Simulation Beam 

(5% Stiffness Increase, 0.1% Noise in deflection data, N=l,  M=70 Grid)

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

10

te. 0  

CJ

-10 

-20 

-30 

-40 

-50

Fig. 4.12 Condition Map for Simulation Beam 

(12% Stiffness Increase, 0.5% Noise in deflection data, N=l,  M=70 Grid)

H ,ii* -------- ■■■*— rco a> r*4 m *— <
J cn cn co c" \ m

-10

-20

-30

-40

-50

Fig. 4.13 Condition Map for Simulation Beam 

(12% Stiffness Increase, 0.5% Noise in deflection data, N=3, M=70 Grid)

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

64

CHAPTER FIVE 

EXPERIMENTAL DEMONSTRATION

5.1 Objectives

To demonstrate application o f the PAC method and the noise reduction algorithm, 

lab experiments were conducted on a structure model using three types o f  data 

acquisition devices and different levels of structural changes as simulated damages. 

These tests provided the deflection data for “before" and “after" states, which were then 

processed using the noise reduction algorithm and the PAC method. These experiments 

were performed based on the experience of the computer simulation presented in Chapter 

4.

The first type of deflection measurement devices used was several dial gages. 

They offer high resolution for deflection measurement. However, they require manual 

reading. In addition, the dial gages dimensions prohibit grids of a large number o f data 

points. The objective o f using dial gages here, as a first phase of the experimental 

program, was to establish a proof of concept.

Recently a coherent laser radar system was developed [CRC 1996] for bridge 

deflection measurement. This system does not require any sensors to be attached or 

mounted to the structure. Instead, the system uses a laser beam to measure deflection. Its 

concept is very similar to that of radar but using light as an electromagnetic wave. This 

system can quickly scan a grid of data points for deflection measurements. It offers an 

effective option for obtaining a large amount o f data for a relatively low cost and less 

effort. This device was used here to provide measurement data for trying and
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demonstrating the PAC method and the noise reduction algorithm.

It should be also noted that, currently, new optical devices are being developed 

with assistance of fast advancement in the electronic and computer industry. For 

monitoring built facilities, such as highway bridges, these devices offer an advantage 

over traditional sensors in their capability of obtaining non-contact measurement data. 

Charge-coupled device (CCD) cameras represent an advantageous and relatively less 

expensive option. Such a high-resolution camera was used in the third phase of this 

experiment program for demonstrating the PAC method for bridge damage detection. 

High resolution CCD cameras are commercially available and they cost much less than 

the CLRS used in the second phase of this experiment program.

5.2 Model and Setup

A simple model structure o f a W 6x15 steel beam was used in the structure 

laboratory for the experiment phases using those 3 deflection measurement devices. 

Fig.5.1 shows the setup and the dimensions used. Fig.5.2 shows a photograph of the 

setup in the lab. A concentrated load was applied by the MTS machine, through a load 

cell, to the top o f the model at midspan. This load was used to simulate loads causing 

deflection in a typical highway bridge (either self-weight or a truck-load). The load cell 

was used to verify the MTS machine’s load readings. It was placed in a seat of steel plate 

to distribute the load transversely across the test beam, as shown in Fig.5.3.

5.3 Testing Program

The test program consisted o f three phases according to the data acquisition 

device used. The first phase included testing using dial gages, to prove the concept of
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diagnosis using deflection data from multiple points. These tests are referred to as Test 

DG's (standing for dial gages) hereafter. Revocable stiffness changes to the structure 

model were used in this phase of the experiment program. They included increasing the 

stiffness of the model in a local area by adding steel plates to it. More details o f this test 

phase are discussed in the next section.

The second phase of this experiment program, referred to as Tests LS for laser 

system, used the newly developed prototype coherent laser radar system (CLRS) [CRC 

1996]. This phase consisted of two parts. The first part used revocable stiffness changes 

to the model beam, which were similarly used in the first phase of experiments using dial 

gages for deflection measurement. The second part used grinder-cut damage scenarios 

for diagnosing them by the PAC method. The grinder cuts introduced smaller stiffness 

changes to the model than the steel plates used for revocable stiffness changes. These 

tests were used to examine the sensitivity of damage detection by the proposed PAC 

method. More details o f these tests are presented below.

The third phase of the experiment program included testing using a high- 

resolution CCD digital camera, which also consisted of two parts. These tests are 

referred to as Test DC's, standing for digital camera. Being similar to the second phase 

of using the CLRS, this phase's first part used revocable stiffness changes to the model 

structure. The second part used grinder-cut for stiffness reduction at different severity 

levels and locations. A later section presents more details of these tests. The same model 

beam used in the first phase of tests was used in this phase. The beam used in the second 

phase was permanently damaged by grinder cutting and thus was not used in this phase.

For the entire testing program, Table 5.1 lists all the tests, including test

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

67

identifications, and types and extents o f stiffness change. Table 5.2 shows the 

dimensions of the plates that were used to locally change the model structure’s stiffness. 

These changes were revocable by loosening the holding bolts that fastening the plates to 

the model structure.

5.4 Testing Procedure

The testing procedure was consistent with the flowchart shown in Fig.3.1 for the 

PAC method. First, a grid of data points was selected, which was consistent with that 

used in the computer simulation discussed in Chapter 4. The beam model (as shown in 

Figs.5.1 and 5.2) was checked for alignment with the loading head, to avoid significantly 

unsymmetrical loading. Both supports to the beam were greased to facilitate permissible 

movements under the load. This was to reduce unnecessary' friction that may cause 

nonlinear behavior. It should be noted that due to the need for using the MTS loading 

frame by other faculty and students for teaching and research, the model setup had to be 

taken off and then reset for a number of times. Whenever this was needed, the same 

procedure was followed for re-setting up the model structure.

Before taking zero readings and starting a test, the beam model was preloaded to 

approximately 17.8 kN (4000 lb) and then completely unloaded. This was intended to 

prepare the model to reach a ‘ready’ status for load induced deflection. Then two or 

more zero readings were taken. The beam model was then loaded and deflection 

measurements ware taken by the data acquisition device(s). The load was kept at the 

same level when replicates of measurement were taken. The MTS loading frame’s load

time control was used to maintain the load at a predetermined level o f 35.6 kN (8000 lb).
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A number of deformation replicates were obtained when the structure was loaded. These 

data were used for the intact case or the “before’’ state.

Next a stiffness change was introduced to the model structure by either making a 

cut in the beam flange or adding one or two small steel plates to one o f the flanges. 

Deflections under the same load as in the intact state were then measured for a number of 

replicates by the same data acquisition device(s). These replicates were used for the 

damage state or the “after" state. The percentages of stiffness change, depending on the 

dimensions of the added plate(s) or the size o f the cut. are presented in Tables 5.1 and 5.2 

for all the tests.

The three phases o f this experiment program followed generally the same test 

procedure described above, although slight differences were observed, such as the exact 

load applied which was varied within the resolution of the load control device. These 

phases of the experiment program are described individually below.

5.5 Testing Using Dial Gages (Tests DG)

This was the first phase of the testing program, to prove the concept o f diagnosis 

by processing deflection data from multiple points using the PAC method. A total of 11 

dial gages were used in this phase of testing to measure deflection. Table 5.3 shows the 

dial gage resolutions and measurement ranges. They were mounted on magnetic bases 

and placed between the supporting- and model-beams. Figs.5.4 and 5.5 show their setup 

and placement. The dial gages’ locations are shown in Fig.5.6, also displaying the data 

point grid for this phase o f the testing program. Due to their size, the dial ages were 

placed 6 cm apart, although a denser grid would be preferred. Dial gages were used here
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for their favorable resolution (0.0025mm) and relatively low noise, compared with other 

deflection transducers. On the other hand, manual reading was required, which limited 

the number of repeated tests to provide a large number of replicates.

A total of eight tests were conducted in this phase of the testing program, each for 

a stiffness change to the model structure. These tests are listed Table 5.1, numbered as 

DG1 through DG8. The stiffness changes used were introduced by fastening one or two 

small steel plates to the bottom or upper flange of the test beam. Two photographs of 

these plates are shown in Fig.5.7. One shows all the plates, and the other shows a plate 

fastened to a flange of the model beam. The dimensions of these plates are given in Table 

5.2. When added to the model structure, a plate was fastened by two bolts to the top or 

bottom flange of the beam (Fig.5.7). The two bolts were manually tightened using a 

wTench. Note that stiffness changes (increase) were used here to simulate damage and/or 

deterioration. Although such deterioration to highway bridges usually reduces stiffness, 

the PAC method is equally applicable to both situations, since it is to diagnose stiffness 

changes. They can be either increase or decrease.

Each of these 8 tests was conducted in two steps -- one provided data for the 

reference state without the steel plate(s) (as [B]lD defined in Eq.3.4 but before noise 

reduction), and the other provided data for the after state ([A ]° defined in Eq.3.6 also 

before noise reduction). Note that [B]2D defined in Eq.3.5 was not taken, because this 

phase of testing was to provide a first level of proof of the concept and manual reading 

the dial gages was excessively time-consuming. The set of data associated with added 

plate(s) was used for diagnosis.

Tests DG1 and DG2 had two of the thickest plates added to the bottom and top
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flange respectively, to be diagnosed against the reference state. When a plate was added 

to the top flange, it was fastened to the outside (upper) surface of the flange. When a 

plate was added to the bottom flange, it was attached to the inside (upper) surface o f  the 

flange. These two different locations resulted in different extents o f stiffness changes, 

although the plates added were of same size. Tests DG5 and DG6 had two thinnest plates 

added to the bottom and top flange respectively. The rest o f the tests (DG3, DG4, DG7. 

and DG8) all had only one plate added to a flange o f the test beam, respectively.

For each o f  the tests in this phase, the load on the structure was maintained at a 

predetermined nominal level of 35.6 kN (80001b) when deflection readings were taken. 

On the other hand, the load was decreased and increased again back to the required level 

between deflection readings, in order to introduce a certain level of variation in the 

measured data. The load was applied by the MTS load frame and also read by a load cell 

(Fig.5.3), while the dial gages were read manually. Deflection was obtained by 

subtracting the corresponding zero reading from those under the load. The zero reading 

was taken as the average of replicates at zero load. A total o f four replicates o f deflection 

were obtained at each dial gage respectively for the intact and the simulated damage 

states. Each deflection was then divided by the measured load (not the nominal load o f 

35.6kN). This gives a unit deflection to be used for damage diagnosis using the PAC 

method.

In summary, a total of 4 replicates were obtained for both the before and after 

states. Namely J=4 was used when applying the PAC method presented in Chapter 3. 

The results are presented in Chapter 6.
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5.6 Testing Using Coherent Laser Radar System (Tests LS)

This is the second phase o f the testing program. The Coherent Laser Radar 

System (CLRS) was used in the lab to obtain deflection. This phase o f testing also 

consisted o f  two parts. The first part used revocable stiffness changes similar to those in 

the tests using dial gages. The second part focused on simulated damage by grinder cut. 

Table 5.1 lists the tests for these two parts also indicating the type and severity of 

stiffness changes used.

The CLRS was developed for the purpose o f bridge deflection response 

measurement. It is a portable, lightweight, non-contact measurement system. Fig.5.8 

shows the CLRS placed on the ground. It can be easily setup (by two people in minutes) 

to measure bridge deflections at multiple points. It provides measurements from surface 

of any color or texture, under any lighting condition. Its laser measurement system is 

certified as unconditionally eye-safe. The CLRS can measure points from 2 to 30 nvs 

away. The scanner head (shown in Fig.5.9) has a horizontal (Az) range of + 200° and a 

vertical (El) range of +60° [CRC 1996]. These ranges can cover a majority of US 

highway bridge spans. The system includes a computer software program to provide the 

capacity o f processing measurements data on a real time basis. The data can be stored on 

the system's hard drive.

The CLRS can measure displacements for load testing and operational load. It 

does so for much less time and cost, compared with traditional transducers. This is 

because the CLRS minimizes setup time, and does not require traffic control to attach 

transducers to the structure to be tested. More performance parameters o f the system are 

given in [CRC 1996].
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Figs.5.10 to 5.12 show the test setup and the relative positions of the model 

structure and CLRS in the laboratory. The distance between the laser scanner head and 

the measurement points was approximately 2.5 m. This distance is at the low end of the 

CLRS' application range (2 to 30m). It was used because limited space available in the 

lab. A greater distance (but shorter than 30 m, of course) with a y close to 90° would 

have been a better choice. Unfortunately this was not possible. For field application, 

nevertheless, the measurement distance and angle would be in a better range, which could 

allow more reliable readings with lower noise.

Fig.5.13 shows the selected grid of data points along the longitudinal axis of the 

beam, test identification, type, and position of each introduced stiffness change for this 

phase of the testing program. The selected grid includes one line of 70 data points 

covering a length of the test beam accessible for the laser beam o f the CLRS. The laser 

light could not reach points close to the hinge and roller supports, because the support 

seats were in the way. The 70 data points are equally spaced at 1.25 cm over a length of 

86.25 cm. as shown in Fig.5.13. This grid was selected based on the experience gained in 

the computer simulation and the first phase of the testing program using dial gages.

In these tests, the CLRS was able to take readings at a rate of 3 points per second. 

The CLRS was tried first before starting this phase of the testing program. A dial gage 

w as used to measure the deflection o f the test beam at mid-span under a load. The CLRS 

was simultaneously used to take 3 readings at mid-span and an average was obtained 

using the 3 replicates. This average was compared with the dial gage reading, and no 

significant difference was found.

For each test of this phase of testing program listed in Table 5.1, 6 replicates at no
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load for zero readings were taken for all 70 data points in the grid. 15 replicates of CLRS 

deflection readings were obtained for each state as defined in Eqs. 3.4 to 3.6. For each 

replicate, the laser beam 's focus was moved from Point 1 to Point 70 sequentially. This 

was a computer-programmed automatic process. Data acquisition for each replicate was 

hand-triggered at the controlling computer after the previous replicate was completed. It 

took about 70points / (3 points/second) = 24 seconds for each replicate covering the 

entire grid.

Deflections were obtained in a similar way as for the first phase of the testing 

program using dial gages by subtracting the zero reading from the readings under 

loading. The zero reading was taken as the average of the 6 replicates at no loading. 

Then the deflections were divided by corresponding load cell readings to give unit 

deflections used for diagnosis by the PAC method. It should be noted that, in Chapter 3 

presenting the PAC method, the deflection was not specified as unit deflection. This is 

because in the field testing condition when the bridge's self-weight is used, the deflected 

shape of the bridge structure will be used. Unit deflection in this case would not be 

available. On the other hand, it would not be needed either, because it would be 

considered as a constant load, which is expected to maintain the deflected shape o f the 

bridge.

5.7 Testing Using CCD High Resolution Digital Camera (Tests DC)

This is the third phase of the testing program. A digital camera was used in this 

phase to measure deflection. CCD cameras with high resolution provide a new tool o f 

data acquisition for structure monitoring. They may significantly reduce the cost of data
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acquisition especially in the field. Being an optical device similar to the CLRS, cameras 

do not need sensors to be attached to the structure to be tested. Also, it does not require 

the traffic to be controlled. Further, cameras are much lighter than the CLRS, making 

them easier to set up.

5.7.1 Setup, Procedure, and Damage Scenarios

Fig. 5.14 shows an Apogie AP10 CCD monochrome camera used in this phase of 

testing in the lab. It has an array of 2048x2048 pixels, a 14-bit digitizing system, and a 

pixel size of 14 pm. The camera is controlled by computer with PMIS Image Processing 

Software that allows zooming any part of the structure, by focusing on a small portion of 

the image taken. The lens used is an ordinary 50 mm lens. This camera has a 

sophisticated temperature controller to assure a low temperature at which the optical 

sensor will not generate unacceptable noise. This sensor is very sensitive to light so that 

images may be taken at very low lighting condition. An image formed by the CCD 

camera can be shown in a digitized form. Each pixePs intensity can be read using a 

software program provided by the PMIS developer. The intensity can be obtained for 

any single, a row, a column, or a cluster o f pixels in the picture.

This camera was used in the lab to obtain deflection data for the beam model. 

Figs. 5.15 and 5.16 show the test setup in the lab for this phase. The camera was 

mounted on a tripod, within a distance that allows coverage o f the interested portion of 

the beam. The camera sensor needs to operate at a temperature o f — 10°C, which is 

reached by a thermoelectric cooler equipped in the camera shown in Fig.5.14. Then the 

PMIS software monitors the camera temperature and feeds this information back to the
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cooler to maintain the required temperature.

Before starting this phase o f testing, a number of trials were made with the CCD 

camera. Fig.5.17 shows a typical image taken by the CCD camera, formed by 2048 x 

2048 pixels. The two rulers standing near the image's vertical edges were used to 

provide reference points for computing deflections. The algorithm developed in this 

study for this purpose is discussed below.

This phase of testing program consisted of two parts, the first part focused on 

revocable stiffness changes as in the previous phases of testing, and the second part used 

simulated damage introduced by cutting the beam model’s flange by a grinder. Table 5.1 

exhibits the test contents and identifications for this phase. The percentage changes in 

stiffness are also indicated there for these tests.

The beam model was setup as discussed in Section 5.2 and as shown in Figs.5.16 

and 5.17. A typical test process usually proceeded as follows. After the model beam was 

preloaded and unloaded, at least 4 replicate images were taken first for zero readings. 

Then a load at the midspan was applied by the MTS machine and maintained at the 

predetermined level of 35.6 kN when 15 replicate images were taken. The load cell was 

read simultaneously. Note that each image took a few seconds to be processed and 

displayed on a Pentium II computer’s screen. After unloading, a second set of zero 

readings of image was then taken.

The unloaded and loaded structure's images were used to identify deflections 

under the load. (More details are presented below for this process.) These digitized 

images provided data [B]1D for the reference “before” state. Then another test provided 

replicates for [B]2D as defined in Eqs.3.4 and 3.5. With a local change in the stiffness

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i ted  w i th o u t  p e rm is s io n .



www.manaraa.com

76

introduced as presented in Table 5.1, one more test was conducted using the same 

procedure with the camera maintained at the same position. This provided data replicates 

[A]d for the damage state. It should be noted that all the images were taken at the same 

shutter speed of 850 msec and aperture setting 4.5.

5.7.2 Data Grid

The CCD camera used offers a large number of data points for deflection data 

acquisition, for much less effort. As stated above, each image of 2048 x 2048 pixels took 

a few seconds to be processed on a Pentium II computer with a 266 MHz speed. As a 

first step in this new direction of using optical devices for structural health monitoring, a 

grid of data points was selected as shown in Fig.5.18. A total of 173 data-points are 

included in the grid along the front edge of the model structure. Obviously, this grid is 

more intensive than those used in the first two phases of this testing program. Apparently 

a higher resolution is reached here. Furthermore, this grid actually used only one out of 

every 10 data points available.

5.7.3 Sub-pixel Edge Detection for Identifying Deflection

Although high resolution CCD cameras have an optical sensor with a large 

number of pixels, the resolution provided is still not adequate for structural testing. For 

example, for the beam length covered in Fig.5.17, each pixel represents a distance 

approximately equal to 0.59 mm (= 1200 mm of beam length covered / 2048 pixels). 

This resolution is apparently lower than that of traditional displacement transducers used 

for structural testing. For example, the dial gages used in this study have a resolution o f

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

7 7

0.0025 mm (Table 5.3). Thus a sub-pixel identification algorithm is needed to improve 

reading resolution. This section presents an algorithm developed in this study.

In general, sub-pixel deflection identification actually is equivalent to sub-pixel 

detection of the edge o f the structure where the deflection is interested. Namely, when 

the locations of the edge before and after movement due to a load can be identified at a 

sub-pixel resolution, the deflection can be readily identified as the difference between the 

two locations in the image. This deflection is expressed as how many pixels, and this 

number of pixel is expected not to be an integer. Then a scaling factor is applied to 

convert the number o f pixels to real distance by multiplication. This scaling factor can be 

readily obtained by identifying two reference points on the structure and their 

corresponding pixels in the image.

This concept was used in this study to perform sub-pixel deflection identification. 

It should be noted that a number of techniques have been reported in the literature e.g. 

[Sutton et al 1989], [Hijden 1995], [Hardie 1996], and [Behar et al 1997]. They focused 

on applications to 2 and/or 1 dimensional images. For the particular application 

interested in this study, only vertical movement of the beam (i.e., deflection) was 

interested. Accordingly the following one dimensional algorithm was developed in this 

study.

The bottom edge o f the model beam is focused here for deflection identification. 

This approach is also realistic for general application to highway bridges because the 

bottom side of the bridge usually can be imaged relatively easily. It is observed in 

Fig.5.17 that this edge o f the model beam is characterized by sudden changes in the light 

intensity, from very bright (close to white) to very dark (close to black). From the
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highest intensity (close to white) to the lowest intensity (close to black), this change of 

intensity was typically observed going through approximately 3 pixels.

Assuming that the intensity of light actually continuously changes from white to 

black, a 6th order polynomial was selected to fit the intensity data as follows:

I ( z )  =  Co +  Cl Z +  C2 Z2  +  C3  z 3  +  C4 Z4 +  C5 Z3  +  C6 z 6  (5.1)

where z is the vertical distance on a cross section o f the model beam. I is the fitted light 

intensity. Co to C6 are model parameters for this fitting. These parameters were 

determined using the least squared error method over a window o f 11 pixels in the 

vertical direction. When the curve fitting is completed, the edge o f the model beam is 

identified as the inflection point between the extremely bright and extremely dark pixels. 

That point is defined as the point that has the second derivative equal to zero: 

d2I(z)
  = 0 (5.2)

dz2

z is accordingly solved to satisfy this equation with Co to C6 determined above. This 

equation was solved numerically using a software program developed in this study that 

applied the Newton's method of solving nonlinear equations [Conte and de Boor 1980],

As seen in Eq.5.2. the order of the fitting polynomial cannot be lower than, at 

least, the fourth order, because other wise the second derivative would be “over

smoothed” to a second order curve. The final selection on the order o f polynomial and 

the size of window for the curve fitting was based on this consideration as well as 

calibration using readings by dial gages.

For a typical data point in the grid shown in Fig.5.18, this sub-pixel edge

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

79

identification was performed for readings at no load (zero readings) and under load. The 

zero reading was taken as the average of reading replicates under no load. The difference 

between the two positions was identified as the deflection. Unit displacements were then 

obtained by dividing each deflection by its corresponding load cell reading. The same 

was performed for both the intact (before) and damaged (after) states. The entire process 

needed to be done for all the 173 data points in the grid (Fig.5.18). Fig 5.19 shows 4 

typical replicates of these deflections which were to be treated for noise reduction and 

then used for application of the PAC method. It is interesting to note that the deflection 

is shown to be non-symmetric about the midspan, which is at approximately Point 79 in 

the grid. This was apparently caused by the non-symmetric support conditions and the 

holes made to fasten the steel plates for altering stiffness which are not symmetric about 

midspan.

For the data defined in Eqs.3.4 to 3.6. J = 15 replicates were obtained. The data 

acquisition represented almost insignificant effort compared with traditional transducers, 

such as dial gages and LVDT's. This is the favorable advantage of this new method 

developed here. However, it should be noted that this advantage is not free. The effort of 

data processing is very significant as described in this chapter, in addition to that for 

noise reduction and required in the PAC method itself. Essentially, it may be viewed that 

this data processing effort is the trade-off for much less effort in data collection in the 

field conditions. Furthermore, all the calculations required here can be done in the office. 

With rapid advancement of computing power, the required computation effort is still 

readily achievable. This advantage of reduced field data acquisition will provide the 

incentive to bridge owners in applying this new method o f health monitoring.
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Table 5.1 Testing Program

Test ID Type of Stiffness Change Change (%)

Phase 1: Testing Using Dial Gages (Revocable Stiffness Changes)

DG1 Plates 1 and 2 added to bottom flange (inside surface) +11.5

DG2 Plates 2 and 3 added to top flange (outside surface) +15.3

DG3 Plate 3 added to bottom flange (front and inside surface) +5.9

DG4 Plate 1 added to top flange (front and outside surface) +8.5

DG5 Plates 4 and 5 added to bottom flange (inside surface) +8.4

DG6 Plates 4 and 5 added to the top flange (outside surface) +11.0

DG7 Plate 4 added to bottom flange (front and inside surface) +4.3

DG8 Plate 4 added to top flange (front and outside surface) +5.8

Phase 2: Testing Using CLRS (Revokable and Permanent Stiffness Changes)

LSI Plates 1 and 2 added to bottom flange (inside surface) +11.5

LS2 Plate 4 added to bottom flange (front and inside surface) +4.3

LS3 Cut of 1.25 cm to bottom flange (9.5 cm from midspan) -3.8

Phase 3 Part 1: Testing Using Digital Camera (Revocable Stiffness Changes)

DC1 Plates 4 and 5 added to bottom flange +8.4

DC2 Plate 4 added to bottom flange (back and inside surface) +4.3

DC 3 Plate 5 added to bottom flange (front and inside surface) +3.5

Phase 3 Part 2: Testing Using Digital Camera (Permanent Stiffness Changes)

DC4 1 cm cut to bottom flange (12 cm from midspan) -3.0

DCS 3 cm cut to bottom flange (12 cm from midspan) -9.5

DC6 2 cm cut to bottom flange (30 cm from midspan) -6.2

DC7 4 cm cut to bottom flange (30 cm from midspan) -13.0
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Table 5.2 Dimensions o f Steel Plates for Stiffness Changes to Model Beam

Plate ID Length Width Thickness

1 77.0 38.1 4.7

2 76.3 35.7 4.7

■nJ 76.1 35.7 4.7

4 77.1 38.4 3.2

5 76.8 38.2 3.0

• All dimensions are in mm.

• Each plate has two holes for fastening to the model beam, and the center 

to center distance between the holding holes is 5 cm.

• See appearance of these plates in Fig.5.7.
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Table 5.3 Specifications of Dial Gages

ID Model Resolution Range

1 Mitutoyo- No.280610 0.0025 mm 2.5 mm

2 ditto

j ditto

4 ditto

5 ditto

6 Mercer- Type41 0.0025 mm 6.5 mm

7 Mitutoyo- No.280610 0.0025 mm 2.5 mm

8 ditto

9 ditto

10 ditto

11 Mitutoyo- No.280610 0.0025 mm 2.5 mm

• Dial gages locations are shown in Fig.5.6.

• Dial gage placement is shown in Fig.5.5.
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Fig. 5.2 Model Beam Testing Setup.

(top: Using CCD Camera; bottom: Using Dial Gages)
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Fig. 5.3 Load Cell Placed on the Top Flange of Bridge Model Structure.

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

86

+->
<_

uunioQ  6 u !^ jo d d n 5

in
CQ X

kD

CQ

CD

_I

CL
C L

CO<_)

ujunio^ 6wn.joddn5

Qj
LO
O

TO

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

77
77

.

Fig
 

5.4
 

Di
al

 
G

ag
e 

T
es

t 
S

et
u

p



www.manaraa.com

87

Fig. 5.5 Dial Gage Placement
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Fig. 5.7 Plates Used in Testing to Simulate Stiffness Change (top).
Steel Plate Fastened on the Bottom Flange of Testing Beam (bottom).
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Fig-5.8 Laser Scanner of CLRS
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Fig. 5.9 Laser Scanner Head of CLRS
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Fig.5.10 CLRS Testing Setup in Structures Lab.
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Fig. 5.14 High Resolution CCD Camera (Apogie-APIO).
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Fig. 5.17 Typical Picture Taken by CCD Camera.
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CHAPTER SIX 

EXPERIMENT RESULTS AND DISCUSSIONS

This chapter discusses the processes and results for damage detection using the 

PAC method, for the three phases of the testing program. These tests were intended to 

apply the PAC method using available optical data acquisition devices that can collect a 

large number of deflection data for short time and low cost. These tests were also 

intended to demonstrate the feasibility of the PAC method in the laboratory condition. In 

the computations for CLF defined in Eqs.3.22 and 3.23. the weights for the features used 

are as follows

wD = 0.1; ws = 0.2; wc = 0.3; wC 2 -  0.4 (6.1)

respectively for deflection, slope, curvature, and curvature squared. This selection was 

based on the results o f the computer simulation discussed in Chapter 4 earlier.

6.1 Diagnosis Using CLF for Simulated Damages in Tests Using Dial Gages

As discussed earlier, the deflection data obtained using dial gages in the first 

phase of the testing program were first treated for noise reduction. The algorithm 

summarized in Section 4.2.1 is used here. The resulting data [B]1L and [A]L data sets 

(L=D,S,C,C2) were then used for diagnosis using the PAC method. As shown in Fig.5.6, 

there were 1 1  data points in the grid with 6  cm equal intervals.

In Tests DG 1, DG3, DG5, and DG7, the steel plates were fastened by bolts to the 

model beam's bottom flange at a location between Points 7 and 9, as shown in Figs.5.6. 

A larger portion (about 80%) o f the plate was between Point 7 and 8 , and a smaller (about
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20%) was between Points 8  and 9. Fig.6.1 shows the condition map with N=1 for Test 

DG1 with a +11.5% change (increase) in stiffness. It shows much lower CLF at Points 7 

and 8  compared with other points in the grid. It thus clearly indicates that Points 7 and 8  

are much more likely the locations or the vicinities of damage. For Test DG5, Fig.6.2 

shows the condition map with N=1 in the same way as in Fig.6.1. Test DG5 had two 

thinner plates added to the same location as for Test DG1. The stiffness change was 

+8.4%. The condition map shows an area from Points 6  to 9 as the damage area by 

relatively lower CLF compared with other points. This shows that the area affected by 

the simulated damage may not remain the same for all tests. This area may depend on the 

following factors, a) How much the bolts were tightened that hold the plates, b) How 

thick the plates are, which influences how well they participate in carrying load. In other 

words, when the plates are excessively thick compared with the flange receiving the 

plate, the holding bolts may not be adequately tightened so that the plates may not fully 

participate in load carrying, c) Non-symmetric behavior of the test beam, as seen in 

typically measured deflections shown in Fig.5.19. d) Possible friction forces present at 

the supports. Some o f these factors are nonlinear, namely not proportional to the load 

applied, such as friction around the bolts and the supports. These factors could cause the 

affected area to change from one test to another, although the plates' size and fastener 

locations did not vary much. Nevertheless, comparison of the two condition maps in 

Figs.6 .1 and 6.2 show's also the severity of the stiffness change.

Figs.6 .3 and 6.4 exhibit the condition maps for Tests DG3 and DG7 with N=l, 

w'here one plate only was added to one side o f the bottom flange (see Table 5.1). The 

introduced stiffness change was +5.9% and +4.3% respectively, which are lower than the
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tests shown in Figs.6.1 and 6.2 discussed above. These condition maps also show lower 

CLF values at Points 7 and 8  compared with those at other points. The values also 

indicate the area of stiffness change, although not as sharply as Figs.6.1 and 6.2 because 

relatively less significant changes were used in these tests than those discussed earlier. 

Furthermore, the resolution of this grid is very low because of the size of the dial gages 

used. The 11 data points are 6  cm apart along the longitudinal axis o f the model beam. 

Apparently, for better and more reliable diagnosis, the grid should be denser.

Tests DG2, DG4, DG6 . and DG 8  were conducted for simulated damages using 

steel plates added to the top flange o f the model beam. The steel plates were fastened 

using bolts to a location between Points 3 and 5, as shown in Fig.5.6. Fig.6.5 shows the 

condition map for Test DG2. clearly indicating Points 4 and 5 being much likely 

locations of damage (stiffness change). Figs.6 . 6  shows the behavior for the same area 

being readily diagnosed as possible deterioration (stiffness change). Comparison of 

Figs.6 .5 and 6 . 6  shows consistent diagnoses with the severity of introduced stiffness 

changes. In addition, the same can be concluded for Figs.6 .7 and 6 . 8  for Tests DG4 and 

DG8 , respectively.

These test results did indeed provide a first level o f proof o f the concept using 

multiple deformation measurements for diagnosing stiffness changes. They have also 

clearly shown that the selection of the data grid could be critical, especially when small 

and local damage scenarios are interested. Further, the weights selected based on the 

computer simulation in Eq.6.1 are proven to be realistic and effective. These results and 

conclusions actually provided evidence for continuing the testing program using more 

realistic deflection acquisition devices.
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6.2 Diagnosis Using CLF for Simulated Damages in Tests Using the CLRS

This phase o f the testing program used the newly developed CLRS discussed in 

Chapter 5 for acquiring a large amount of deflection data. Owing to higher efficiency o f 

the CLRS. two sets o f data for the reference state were made available in this phase, 

namely [B]ID and [B]2D. as well as a set of similar data [A]° for the same grid for the to- 

be-diagnosed states. These data sets were used to perform diagnosis for these simulated 

damage scenarios introduced to the model structure in the laboratory.

For each of Tests LSI. 2. and 3 in this phase listed in Table 5.1, the deformation 

data acquired by the CLRS were found to contain a higher level of noise than the dial 

gage data. This was expected to certain extent, because dial gages were selected in 

planning the experiments for their higher resolution and lower noise than traditional 

displacement-transducers for structural testing. More specifically, the CLRS is more 

susceptible to other factors causing noise than dial gages. For example, the density o f air 

influences the travel speed of the laser light, which is obviously much less influencing for 

noise in dial gages. In addition, the CLRS is also subject to electronic noise, which has 

no effect on dial gages because they are not electronic devices but mechanical ones.

Accordingly, all the deformation data were treated by a third order smoothing 

filter with an optimized window using the Spokoiny's optimization method discussed in 

Chapter 4. 5-. 7-, and 9-point windows were included in the optimization process. 

Typically, these windows reduce noise at a point by referencing to its surrounding points 

within the window. The treated data were then used to compute slope and curvature for 

diagnosis analysis, as discussed in Section 4.2.3 and Fig.4.1. This noise reduction
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treatment was applied to all the unit deflection data obtained in this phase o f the testing 

program, for both the reference states and the corresponding simulated deterioration

states.

These tests used a grid of 70 data points as shown in Fig.5.13, with a distance of 

1.25 cm between any two data points. The beam length scanned is equal to 86.25 cm. 

Therefore more data points in condition maps are included. Obviously the diagnosis 

resolution is significantly higher than that for Phase I using dial gages.

Fig.6.9 shows the condition map for Test LSI with two steel plates added to the 

bottom flange of the model structure. This test represents a stiffness change o f  +11.5%. 

The steel plates were fastened to the test beam between Points 38 to 42 in the grid. 

Visual inspection o f the condition map in Fig.6.9 can easily identify a suspected area 

between Points 36 and 44. This area displays outstandingly lower CLF values indicating 

higher likelihood o f  damage (stiffness change).

Note that Fig.6.9 is a condition map using N=1 neighborhoods. For comparison, 

Fig.6.25 shows the condition map for the same damage with N=3. The neighborhood 

definition can be seen in Fig.3.5. The center point in a neighborhood is used as the 

representing point for CLF plotting shown in Fig.6.25. In that condition map, the 

suspected damage can be identified as between Points 35 and 45. which is more “spread’’ 

than that identified in Fig.6.9 above (Points 36 to 44). However, consistent 

identifications of the vicinity in these two condition maps assure reliable diagnosis in 

practical application. In addition, Fig.6.26 shows another condition map with N=5 -  a 

larger N-neighborhood, which consistently shows a likely damage area from Points 35 to 

47. It indicates a further spread area thank that in Fig.6.25. This case demonstrates an
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example of advancing diagnosis using these different N-neighborhoods.

Similarly to Fig.6.9, Fig.6.10 for Test LS2 shows lower CLF (compared with 

other CLF values in the condition map) for an area between Points 35 to 44. Comparison 

of these two condition maps shows that these diagnoses are consistent with the severity of 

damage. Fig.6.9 is for Tests LSI with more severe stiffness change (+11.5%), compared 

with Fig.6 .10 for +4.3. On the other hand, it is seen in these two condition maps that the 

damage area is “extended” beyond the real one between Points 38 and 42. This is 

apparently due to higher noise observed with the CLRS compared with the dial cages.

Test LS3 introduced a -3.8% stiffness change to a cross section o f the model 

beam. This was achieved by cutting the section using a grinder with a 3.5 mm thick 

cutting disk. The depth of the cut was 1.25 cm at a position 9.5 cm to the right of the 

midspan between Points 42 and 43 in the grid, as shown in Fig.5.13. Fig.6.11 shows the 

condition map for this case. Outstandingly low CLF values are shown between Points 40 

to 42. indicating an immediate vicinity o f the damage.

Although the vicinity of the introduced damage can be clearly identified using 

Figs.6.9, 6.11. 6.25, and 6.26 for respective simulated damage scenarios, it has been seen 

in these condition maps that the diagnosis result does not point exactly at the location of 

damage. This could be caused by the following factors, a) The grinder cut was not 

perfectly perpendicular to the longitudinal axis of the model beam, which could cause 

surrounding areas to be affected, b) The model beam may have moved slightly during 

the cutting process. This may cause spatial behavior, c) In the process o f noise reduction, 

several points (5, 7, or 9 points) were included in the window for smoothing. Eqs.4.6, 

4.7. or 4.8 (or their equivalence given in Appendix 1) has been used for this purpose. So
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the signal may have attenuated from one point to another in this process.

On the other hand, extended damage areas do not represent an issue for global 

diagnosis focused in this study. It is because global diagnosis’ objective is to identify 

vicinities of possible damage not necessarily the exact location. This kind of results is 

very helpful in that they can guide the attention to the suspected vicinity for confirmation. 

In practical application, when positive global diagnosis is arrived, local diagnosis can be 

called for conformation. It could be a nondestructive test focusing on a small area.

It also should be noted that, the definition o f CLF in Eqs.3.22 and 3.23 may give 

positive values of CLF. This is shown clearly for Test LSI in Fig.6.9. These positive 

values are typically very small in magnitude. These extremely small values indicate that 

the two data sets for the reference state [B] 1 0  and [B]2D have covered almost all variations 

possible for the to-be-diagnosed state [A]°.

6.3 Diagnosis Using CLF for Simulated Damages in Tests Using CCD Camera

This phase of the testing program used an Apogie CCD monochrome camera for 

measuring deflection. The digital camera is an efficient device to collect the required 

data. Therefore a large number of data replicates can be obtained for the “before” states 

and the “after” state by just taking images of the area of interest. The deflections were 

identified using these images according to the algorithm presented in Section 5.7.3. The 

obtained deflections were found to contain lower noise than those obtained by using the 

CLRS. These deflection results were then subject to the noise reduction process, as 

discussed in Section 4.2.3. The noise-reduced results were used to apply the PAC 

method for damage diagnosis.
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As discussed before, each pixel can be considered as a data point in the grid. For 

all the tests in this third phase of the testing program using the CCD digital camera, the 

scaling factor used is: a pixel = 0.5 mm. The selected grid in Fig.5.18 includes one for 

every ten pixels. Thus the data point intervals were 0.5 cm = 10 x 0.5 mm as shown in 

Fig.5.18. The grid of 11 points used in the first phase of the testing program now is 

covered by 120 points. Therefore diagnosis resolution is significantly improved.

Applying the PAC method using the displacement data according to the grid 

selected and shown in Fig.5.18, condition maps were obtained for each simulated damage 

case in this phase of the testing program. Tests listed under Phase 3 Part 1 in Table 5.1 

had plates added to the model beam between Points 95 and 106 at the bottom flange as 

shown in Fig.5.18.

Fig.6.13 shows the setup for this phase of tests. A small steel plate is seen bolted 

to the front side o f the bottom flange. This image is taken using the CCD camera. The 

two vertical rulers near the image's vertical edges provide two reference points for 

estimating the scaling factor (0.5mm).

Fig.6.14 exhibits the condition map for Test DC1, where two plates were added to 

the bottom flange used to simulate a +8.4% stiffness change. The lower CLF values 

(compared with other values) clearly indicate the simulated damage area. Note that not 

all data points in the grid are plotted in this figure, to focus on the area of interest. 

Lowering the stiffness change to +4.3% in Test DC2 and +3.5% in Test DC3, Figs.6.15 

and 6.16 respectively exhibit the condition maps for these two scenarios of simulated 

damage. These two condition maps show similar behavior of CLF, apparently because of 

their similar levels of damage severity and the identical damage locations along the
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longitudinal axis of the model beam. It is perhaps interesting to note that, as indicated in 

Table 5.1, these two cases actually had a plate added to the model beam respectively to 

the front- (Test DCS) and the back- (Test DC2) sides. This indicates that the one

dimensional grid as used is a reasonably valid one for such a beam in describing its 

behavior, since transversely different stiffness changes were all successfully captured.

Phase 3 Part 2 of the testing program identified in Table 5.1 included cuts using a 

grinder as simulated damage scenarios. The severity and position of each of these cuts are 

described in Table 5.1 and shown in Fig.5.18. Under these scenarios deflection data were 

obtained using the same data grid shown in Fig.5.18. The PAC method was then applied 

to these data to respectively diagnose the simulated damages.

Test DC4 had a 1 cm long and 4mm wide cut between Points 55 and 56, 12 cm 

away from the mid-span section. This cut introduced a -4.3% stiffness change to the 

cross section. Fig.6.17 shows the cut and Fig.6.21 exhibits the condition map for this 

damage scenario. It is clear in Fig.6.21 that the vicinity of damage can be identified as 

between Points 54 to 57, because of the lower CLF shown there. Note that these points 

indicate 3 interv als of the grid, or a length of 3 x 0.5 Cm = 1.5 Cm of the beam.

Fig.6.18 shows the simulated damage in Test DC5, which had a cut at the same 

location as Test DC4 discussed above but the size was increased to 3 cm. It introduced a 

-9.5%  change to the stiffness of the cross section. Fig.6.22 displays the condition map 

for this case. A stronger signal can be clearly seen in this condition map, demonstrated 

by the outstandingly low CLF compared with other in the figure. The lowest CLF values 

are seen at Points 54 and 55. actually indicating the damage's immediate vicinity. Again, 

note that the real distance between these two points is 0.5 Cm
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After Tests DC4 and DCS, another cut was made at a different location 30 cm to 

the right from the mid-span section. The cut was made between Points 139 and 140 in 

the grid. Fig.6.19 shows the second cut (to the right) relative to the first cut (to the left). 

This cut was made in a smaller deflection area, to observe diagnosis effectiveness of the 

PAC method. Note that if noise in deflection is uniformly distributed (namely with the 

same a  assumed in Eq.4.9) over the model beam, damages in low deflection areas may 

become more difficult to diagnose, because the signal (true deflection) to noise ratio will 

be smaller.

Test DC6  had a 2 cm x 4 mm cut as shown in Fig.6.19 (to the right). It introduced 

a -6.2% stiffness change in addition to the left one. Its condition map is shown in 

Fig.6.23. Again, the low CLF values at and around Point 139 clearly indicate a higher 

likelihood of damage in the vicinity. The lowest value is at Point 139, which indeed is 

the damage location.

Increasing the cut in Test DC6  to 4 cm x 4 mm in Test DC7 introduced a -13.0% 

of stiffness loss to the model structure. Fig.6.24 shows the condition map for this case. 

The lowest CLF is shown at Point 140 and its vicinity gives a very strong signal 

indicating damage in this area.

As observed earlier, the condition maps for all the tests in Phase 3 Part 2 using 

grinder cut show not only the damage but also a signal in the vicinity around the damage. 

As discussed earlier, this may be caused by the grinder cut being not perfectly 

perpendicular to the longitudinal axis o f the test beam, which could cause surrounding 

areas to be affected. In addition, damage signals could attenuate to surrounding points in 

the process of noise treatment. In practical application, when positive global diagnosis as

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

112

such is established, local diagnosis can be called for conformation. It could be a 

nondestructive test focusing on a small area.

6.4 Discussions

6.4.1 Data Point Grid

Obviously, selection of the data grid is one of the critical decisions in the PAC 

method application. Now we can see the criticality more quantitatively. For example. 

Tests DG7, LS2, and DC2 had the same revocable stiffness increase of +4.3%. Figs.6.4, 

6 .10. and 6.15 respectively show the condition maps for these tests. Using a grid of 11 

points. Fig.6.4 does show the damage area (Points 7 and 8 ) by lower CLF values, but not 

very sharply. Figs.6.10 and 6.15 instead show much more clear the damage area. 

Comparison of these figures clearly highlights the effect o f denser grids.

Furthermore, the grid resolution for these three phases of testing increased from 

the dial gages to the CCD camera. In the case of dial gages, the interval between data 

points was 6  cm. This interval o f the grid for the CLRS was 1.25 cm. It became further 

smaller to 0.5 cm for the CCD camera. The corresponding three groups of the condition 

maps (Figs.6.1 to 6 . 8  being the first group, and Figs.6 .9 to 6.11 the second one, and 

Figs.6 .21 to 6.24 the third one). This shows that it is critical to have more data points 

covering interested areas, so that even if a few data points cannot provide useful 

information, others still could. It is simply because the probability is very low to have all 

points not able to provide good data simultaneously. Table 6.1 shows comparison of 

different procedures in efficiency and grid resolution. It is not the objective o f this 

research to propose which method is better, rather this table shows that the optical
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methods are efficient.

6.4.2 Weights for CLF

As stated earlier, above results are based on the weights wD = 0.1; ws = 0.2; wc 

= 0.3: w o = 0.4 given in Eq.6.1 based on the computer simulation results. This weight 

group was selected base on a general understanding that deformation would be least 

sensitive to local damage, and curvature squared would be most sensitive. These weights 

have been tested in the computer simulation presented in Chapter 4 for diagnosing a 

number o f simulated damage scenarios. Experimental results shown in this chapter 

demonstrate that these weights are appropriate. It should be noted, however, that for 

general application to highway bridge inspection, these weights should be subject to 

further investigation for field application. As discussed earlier, these weights need to 

reflect the effect of noise as well. For optical devices, noise is a function o f the distance 

between the object and the sensor. In field application this distance is obviously different 

from that in the lab.

6.4.3 Detectability of Damage

Based on the presented results, it appears that a 1 cm long and 4 mm wide cut is 

detectable using a CCD camera, which is commercially available. This represents a 3 % 

loss of cross section stiffness at a local area. This is mainly because the dense grid used 

that is made possible by the high resolution camera. For CLRS the smallest was -3.8 % 

loss o f the section and that was successfully detected by the PAC method using data 

obtained by CLRS device. However, for a full-scale typical highway bridge it seems to
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be too early to conclude what may be the minimum size o f deterioration for the proposed 

method to effectively and reliably diagnose. This is simply because there are other 

factors not covered in this study. They may include, but not limited to, the following 

items.

1) The data acquisition device/system used. CCD cameras commercially available 

have further higher resolution than the one used here. 2) The area to be covered. When a 

relatively large area needs to covered, diagnosis resolution may be sacrificed, although it 

is not impossible to deal with one portion of the structure at a time. Namely, a large area 

may be divided into a number o f smaller ones and then cover each smaller one at a time. 

3) Distance between the object and the optical sensor. A longer distance may cause 

higher noise.
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Table 6.1 Comparison between Different Procedures Used in the 

Testing Program.

Procedure DG LS DC

Time needed for 

One Replicate (Sec.)

360 24

Grid Resolution 

in cm.

6 1.25 0.05
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Fig. 6 .1 Condition Map for Test DG1 

(2 Plates Added to Bottom Flange, +11.5% Stiffness Change between Points 7 to 9, N=l)
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Fig. 6.2 Condition Map for Test DG5 

(2 Plates Added to Bottom Flange, +8.0% Stiffness Change between Points 7 to 9, N =l)
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Fig. 6.3 Condition Map for Test DG3 

(1 Plate Added to Bottom Flange, +5.9% Stiffness Change between Points 7 to 9, N =l)
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Fig. 6.4 Condition Map for Test DG7 

(1 Plate Added to Bottom Flange, +4.3% Stiffness Change between Points 7 to 9, N =l)
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Fig. 6.5 Condition Map for Test DG2 

(2 Plates Added to Upper Flange, +15.25% Stiffness Change between Points 3 to 5, N =l)
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Fig. 6 . 6  Condition Map for Test DG6  

(2 Plates Added to Upper Flange, +11.0% Stiffness Change between Points 3 to 5, N =l)
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Fig. 6.7 Condition Map for Test DG4 

(1 Plate Added to Upper Flange, +8.5% Stiffness Change between Points 3 to 5, N=l)
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Fig. 6 . 8  Condition Map for Test DG8  

(1 Plate Added to Upper Flange, +5.8% Stiffness Change between Points 3 to 5, N=l)
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Fig. 6.9 Condition Map for Test LSI 
(2 Plates Added to Bottom Flange, +11.5% Stiffness Change between Points 38 to 42, N=l)
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Fig. 6.10 Condition Map for Test LS2 
(1 Plate Added to Bottom Flange, +4.3% Stiffness Change between Points 38 to 42, N=l)
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Fig. 6.11 Condition Map for Test LS3 
(A Cut to Bottom Flange, -3.75% Stiffness Change between Points 42 to 43, N=l)
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Fig.6.12 Grinder Cut for Test LS3 
(Condition Map Shown in Fig.6.11)
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Fig. 6.13 Setup for Test DC1,
Where Steel Plates Fastened to Simulate Damage in Model Beam.
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Fig. 6.14 Condition Map for Test DC1 
(2 Plates Added to Bottom Flange, +8.4% Stiffness Change between Points 95 and 106, N=l)
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Fig. 6.15 Condition Map for Test DC2 
(l Plate Added to Bottom Flange, +4.3% Stiffness Change between Points 95 and 106, N=l)

R e p r o d u c e d  w ith  p e r m is s io n  o f  t h e  c o p y r ig h t  o w n e r .  F u r t h e r  r e p r o d u c t io n  p ro h ib i te d  w i th o u t  p e rm is s io n .



www.manaraa.com

125

0

-10
u._iO
-20

-30

-40

Data Point

Fig. 6.16 Condition Map for Test DC3 
(1 Plate Added to Bottom Flange, +3.5% Stiffness Change between Points 95 and 106, N=l)
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Fig. 6.17 1cm Cut by a Grinder in Bottom Flange for Test DC4 
(Condition Map shown in Fig. 6.21)

Fig. 6.18 3cm Cut by a Grinder in Bottom Flange for Test DC5 
(Condition Map shown in Fig. 6.22)
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Fig. 6.19 2cm Cut at Right and 3cm Cut at Left on Bottom Flange

Fig. 6.20 4cm Cut for Test DC7, (Condition Map shown in Fig. 6.24).
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Fig. 6.21 Condition Map for Test DC4 
(l cm Cut to Bottom Flange, -3.0% Stiffness Change between Points 55 and 56, N=l)
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Fig. 6.22 Condition Map for Test DC5 
(3 cm Cut to Bottom Flange, -9.5% Stiffness Change between Points 5 5  and 56, N=l)
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Fig. 6.23 Condition Map for Test DC6  

(2 cm Cut to Bottom Flange, -6.15% Stiffness Change between Points 139 and 140, N=l)
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Fig. 6.24 Condition Map for Test DC7 
(3 cm Cut to Bottom Flange, -13.0% Stiffness Change between Points 139 and 140, N=l)
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Fig.6.25 Condition Map for Test LSI 
(2 Plates Added to Bottom Flange, +11.5% Stiffness Change between Points 38 and 42, N=3)
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Fig.6.26 Condition Map for Test LSI 
(2 Plates Added to Bottom Flange, +11.5% Stiffness Change between Points 38 and 42, N=5)
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CHAPTER SEVEN 

CONCLUSIONS AND FUTURE RESEARCH

7.1 Summary

Bridge structures in the transportation infrastructure deteriorate with time. It is 

challenging to highway agencies to cost-effectively maintain these bridges. Bridge 

inspection is one of the important activities in their endeavor. Improving bridge 

inspection will result in more rational decisions with respect to maintenance decisions. 

For bridge inspection, any new global diagnosis method needs to be more cost-effective 

than current practice, in order to be implementable. This includes more effective 

diagnosis and/or for lower cost.

The new methodology developed in this study has the potential to improve global 

diagnosis for inspecting highway bridges. It is intended to identify damage in existing 

structures without any a priori knowledge on whether and where there is such damage. It 

does not require any numerical modeling (such as finite element analyses) and it uses 

multiple structural signatures and probabilistic concepts for diagnosis. This methodology 

proposes to use simple portable devices for field data collection, such as the newly 

developed coherent laser radar system, and CCD high-resolution digital cameras. The 

condition maps generated as the final result very user friendly for practical diagnosis in 

identify ing areas or vicinities o f possible damage and/or deterioration in highway bridges. 

When such a diagnosis is positive, a local test for confirming the damage and/or 

deterioration may be required. As such, this new method has the potential to supplement 

or even replace visual inspection for certain bridges.
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7.2 Conclusions

1.) Based on the presented results, the proposed PAC method is very promising 

for globally diagnosing highway bridges. It is shown that the proposed method is able to 

identify small damages with a local stiffness loss o f 3.0 %. The condition maps provide a 

user-friendly tool for reliable diagnosis.

2.) The resolution and sensitivity of diagnosis using the PAC method largely 

depend on: a) the resolution of the grid selected, and b) quality of data acquired. Both 

factors are related to the data acquisition system. The minimum detectable damage needs 

to be identified based on field experience.

3.) Noise reduction for measured deformation using the available optical devices 

is necessary to apply the proposed PAC method, mainly to have more reliable derivatives 

of deformation.

4) High resolution CCD cameras appear to be most promising in effective 

diagnosis and acceptable to bridge owners. Enabling technologies are needed to 

eventually commercialize the proposed technology, including packaging into a stand

alone system.

7.3 Recommendations for Further Research

1.) This dissertation has demonstrated and evaluated the capability o f  the new 

PAC method to diagnose damages in the laboratory. It provides a starting point for future 

experimental application in the field. More field applications are suggested, particularly 

to examine feasibility o f using self-weight induced deformation shape for global 

diagnosis. For practical application, it could be useful to find what would be the
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minimum detectable damage using a particular type of data acquisition system. It is 

desirable to identify bridge types that are more applicable in applying this new method.

2.) Field applications need to be conducted to develop guidelines for application 

dependent calibration. These efforts will also establish experience and data in dealing 

with typical types of bridges, so that calibrated results for the PAC method can be applied 

to more bridges in a network. This is because the optical devices (CLR-S and CCD 

cameras) are limited in data acquisition, for example. CLRS can reach up to 30m distance 

and commercially available CCD cameras’ pixels array is limited to 4k x 4k.

3.) To study the field environmental factors that affect the data acquisition system 

to be used, such as the light, distortion of images for large structures, and far away 

bridges.
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APPENDIX ONE

FORMULAS OF SMOOTHING FILTERS

This appendix provides the formulas of third order polynomials using 5 and 9 

points in the window. The concept o f these filters is presented in Section 4.2.1. The 

formulas for 7-point windows are also given there.

A .l Formulas for 5-Point Windows

1. The point of interest x* is at the center of the window.

y - \ t  =  0 ) =  a{ =  —  [-3 (y ^ 2 +  y,-2)+12(yM  + yi-i)+17yj]

d 2 y,' (/ = 0) (Ax) 2 

dx 2 2
Ci = — [2 (vk> - y,.2 )-(y^i + y,-i)-2 y,] (A.l)

2. The point of interest Xj is one point away from the center o f the window.

y;v (t=0 ) = a, = — [2y,.i+27y1+12yj+ r8yi*2+2yi+3]

dy ;v (t=0 ) 
dx A x =  bj =  —  [-19y j-i-y i+ 12y i+i+13yj+2-5yi+3]

d 2 y,v (r =0) (Ax) 2 _ = J_
dx 2 2  Cl 28

[ 11 y j_ i -1 6y  i-4yi* {+ 12y,^-3 y  u 3 ] (A.2)
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3. The point of interest x* is two points away from the center o f  the window.

y,'(t=0 ) = a, =  ^  [6 9 y 1+ 4 y 1+i-6 y ^ 2+4y,-3-yl-4]

- y ' AX =  b ,=  ^ - [ -1 2 5 y ,+ 1 3 6 y ^ 1+ 48y1+2-88yI+3+29y1+4] 
dx 84

d : v;v ( t  =  0 ) (A x )2 _  _  1
- — = c, = —  [2 7 y,-4 5 y,-M-6 y,+2+3 9 y,+3 - 1 5 yI+4]. (A.3)2 a ldx* 2 42

A.2 Formulas for 9-Point Windows

1. The point of interest x, is at the center of the window.

y ,x {t = 0 )= a; = [-21(y1. 4+yi_,)+14(y^3+y1.3)+39(yi*2+yt-2)
2 j  1

+54(yî 1+yi.|)+59yi]

— ' (/~ Q) Ax= bj =  — [—  [ -5 1 6 (y IT4-y 1_0+ 852(yM -y1-3)+  
dx 7128

115 8(Vj-2-y,-2)+756(y i- i -y,. i)]

d 2 y;v (r =0) (Ax) 2

dx"
= c,

= —  [7(yjT4 +y,^)+l .75(>V3+y1.3)-2(y,.2+y1.2)-4.25(y^i+yI.i)-5y,] (A.
2j 1

2. The point of interest x, is one point aw'ay from the center o f the window.

4)
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y;' (t=0 ) = a, = —j— [-56yI.3+84yI.2+144yI.i+ 1 4 5 y 1+108y1+i+54yl+2+ 4y i+3-21yI-4] 
462

t o  = b. = 7 ^ 7  [-588y1.3.29!9yi.2-2802y,.1 
dx 24948

■ 1161 y,+1080y,-, +2997yw +3666y,.3+2163y,-4-2436y,.5]

d 'V ’ =c.= * [1092yl.3-168y1.2-690y1.i-684y,
dx~ ^ 166^2

-360yi.,+72yi+2+402yi+3-420yi+4-84yi+5] (A.5)

3. The point o f interest x, is two points away from the center of the window.

yA (t=0 ) = a* = — [-168yi.2-i-2352yi.1+3090y,+2592yj-i + 1404y,+2-72yK3 
8136

-858y^4-840yi+5+672y1+6]

d y ( /  Q) AX =  b, = — —  [-4746yI.9-1974y1.,+87v,+ 1458vI*1 
dx 24948

+2160yi.2+2214yIT3 +1641 yi+4+462yi+5-1302y^6]

d 2 y A (/=  0) (Ax) 2 1
—^ C i =  -2 - [8 4 0 6 y I.2-231y,I-618yi-531yI, 1 

dx" ^ 8 _> lo

-180yi+2+225yj* + 474yi-Kl+357yw -336yi+6] (A.6 )
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4. The point of interest Xj is three points away from the center of the window.

y;v (t=0 ) = a, = — [2352yl.i+2730yI+2352yI.i+1512y1̂2
8  j  16

+504y,+3-378>V4-840yj+5 -588y,-6+672y,^7]

dy |V Ax=bi= — -—  [-10668v,.i-l47yi+4614v^i+52l lv j+,
dx 24948 *

+3240y,*3-297y„4 -2022y,^-2121 yi+6+ 1596y,.7]

d 2 y,' (/ = 0) (Ax) 2 i r , , _
 ;------—r— = c , = -------- [1134y,.io78vi

dx 2 2 8316

-891 y,_i-720»2-180y,_3+414yv4-t-747y,+5-504yj-6-630yjv7] (A.7)

5. The point of interest x, is four points away from the center o f the window.

y;' (t=0 ) = a, = [510yl+168yl-|-12yI_2-72y^3-54yI.4+48yI+6-48yÎ 7-42y,+8]
394

dy;' (/" Q) Ax=b,=— —  [-18354yi+2562yi+1+10779yi.7+10098yi+3-4320yi+4 
dx 24948

-2754yi-5-7323yj+6-5586yi+7+6258yi-8]

d : v A (/ =0)  (Ax) 2 l
—^ ----" ^ "  = c' = rT rr[1428y i-525yi+I.1164yi+2-909yi+3-180y1+4d x ' 4 8j 16

+603yi-r5+l 020y,+6+65 lyI+7-924yj+8]. (A.8 )
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Bridge structures in the transportation infrastructure deteriorate with time. Bridge 

inspection is important for safety. Improving bridge inspection will result in more 

rational decisions for maintenance, repair, rehabilitation, and replacement. A new global 

diagnosis method is developed in this study that uses optical techniques for data 

acquisition, employs probabilistic methods to deal with noise for robust diagnosis, and 

has the potential to improve highway bridge inspection. The condition maps generated as 

a tool for diagnosis are effective and user friendly for identifying areas or vicinities of 

possible damage and/or deterioration in highway bridges.

This method was experimented in the lab for demonstration, using a laser system 

and a CCD camera respectively to diagnose simulated damages. Results show that this 

method can detect the existence and location of damages as small as 3% of stiffness loss 

in a local area. This method is promising for field application.
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